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Abstract—Differential evolution (DE) has been proven to be Similar to other EAs, in the DE algorithm, it employs the
one of the most powerful global numerical optimization alge mutation, crossover, and selection operators at each afgorer
rithms in the evolutionary algorithm family. The core operator to evolve the population to the global optimum. In these
of DE is the differential mutation operator. Generally, the parents h h is the diff ial
in the mutation operator are randomly chosen from the currert three operators, the core operator Is the differential osta
population. In the nature, good species always contain good Operator. Through the mutation operator, tmeitant vector
information, and hence, they have more chance to be utilized (also known asdonor vector) is generated. Generally, the

to guide other species. Inspired by this phenomenon, in this parents in the mutation operator are chosen randomly frem th
paper, we propose the ranking-based mutation operators for ¢, rent population. For example, in the classical “DE/fahd

the DE algorithm, where some of the parents in the mutation tati th ¢ ¢ d lected
operators are proportionally selected according their rarkings mutation, three parent vecloss, , x.,, andx,, are selecte

in the current population. The higher ranking a parent obtains, randomly from the current population. The indexesrs,

the more opportunity it will be selected. In order to evaluat andrs satisfyry,ra,r3 € {1, Np} andry # ro # rg # 1,

the influence of our proposed ranking-based mutation operairs where Np is the population size. However, since all parents
on DE, our approach is compared with the JDE algorithm,  g.e chosen randomly, it may lead to the DE algorithm be good
which is a highly competitive DE variant with self-adaptive . . .
parameters, with different mutation operators. In addition, the at.e_xplorlng the search space anq chatlng the reglo_n ofglob
proposed ranking-based mutation operators are also integited Minimum, but be slow at exploitation of the solutions [8].
into other advanced DE variants to verify the effect on them. Some researchers investigate to hybridize other techsique

Experimental results indicate that our proposed ranking-based with DE to accelerate its convergence. Fan and Lampinen [9]
mutation operators are able to enhance the performance of # 5n0sed a new version of DE which uses an additional
original DE algorithm and the advanced DE algorithms. . . . . . -
mutation operation called trigonometric mutation openati
Index Terms—Differential evolution, ranking, mutation oper-  Sunet al. [10] proposed a new hybrid algorithm based on a
ator, numerical optimization. combination of DE and estimation of distribution algorithm
Kaelo and Ali [11] adopted the attraction-repulsion coricep
of electromagnetism-like algorithm to boost the mutation
operation of the original DE. Yangt al. [12] proposed a
VOLUTIONARY algorithms (EAs), including genetic neighborhood search based DE. Noman and Iba incorporated
algorithm (GA), evolution strategy (ES), evolutionaryiocal search (LS) into the classical DE algorithm in [8].
programming (EP), and genetic programming (GP), are seafey presented an LS technique to solve this problem by
algorithms that simulate evolutionary process of natuedds adaptively adjusting the length of the search, using a hill-
tion, variation, and genetics [1]. During the last few dezmd climbing heuristic. Caiet al. [13] presented an one-step-K-
research in evolutionary computation and the applicatibn means based DE algorithm, where the K-means method is
EAs to real-world problems have steadily and significantlysed to enhance the exploitation ability of DE.
expanded. Differential evolution (DE), which was firstiyopr ~ Combing DE with other search techniques is effective to
posed by Storn and Price in 1995 [2], [3], is one of thémprove its performance, however, the hybrid approaches ar
most powerful evolutionary algorithms for global numeticausually more complicated than the original DE algorithm.
optimization. The advantages of DE are its ease of use, sim@enerally, in the nature, good species always contain good
structure, speed, efficacy, and robustness. In the last fisformation, and hence, they are more likely to be utilized
years, DE has obtained many successful applications ims#iveto guide other species. Based on these considerations, in
domains, such as engineering optimal design, digital filtéfiis paper, we present ranking-based mutation operators fo
design, image processing, data mining, multisensor fysind the DE algorithm. Different from the parent selection in the
so on [4], [5]. Interested readers can refer to two good sigrveoriginal DE algorithm, in our approach some of the parents in
of DE in [6] and [7] and the references therein. the mutation operators are proportionally selected adegrd
their rankings in the current population. The higher ragkin
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I. INTRODUCTION



iii) the ranking-based mutation operators can be easilyd usglgorithm 1 The DE algorithm with “DE/rand/1/bin” strategy

in other advanced DE variants; and iv) our approach does ndt Generate the initial population randomly
increase the overall complexity of DE. In order to evaluate t 2: Evaluate the fitness for each individual in the population
influence of our proposed ranking-based mutation operators while the stop criterion is not satisfiedb

on DE, our approach is compared with the original DE4:
algorithm with different mutation operators. In additigche  5:
proposed ranking-based mutation operators are also atezjr 6:
into other advanced DE variants to verify the effect on themz:
Experimental results indicate that our proposed rankiaged  8:
mutation operators are able to enhance the performance of th:
original DE algorithm and the advanced DE algorithms. 10:

The rest of this paper is organized as follows. Section H1:
briefly describes the original DE algorithm and some relatet®:
work to the mutation operators in DE. We present our proposéd:
ranking-based mutation operators in Section Il in detaill4:
Section IV performs the comprehensive experiments using:
benchmark functions and real-world application problehte  16:
experimental results are also analyzed in this sectionhén t17:
last section, Section V draws the conclusions from this worle:

for i =1 to Np do
Select uniform randomly; # ro # r3 # i
Jrand = rndint(1, D)
for j=1to D do
if rndreal;[0,1) < Cr or j is equal t0j,4nq then
Ujj = Ty 5+ F- (:Crzyj - xm,j)
else
Uj,5 = Zi,j
end if
end for
end for
for i =1 to Np do
Evaluate the offsprings,
if f(u;) is better tharor equal tof(x;) then
Replacex; with u;

and points out the possible future work. 19: end if
20: end for
II. RELATED WORK 21: end while

For the sake of completeness, in this section, we first
describes the original DE algorithm briefly. Then, sometesla
work to the mutation operators in DE are presented.

Without loss of generality, in this work, we consider th
following numerical optimization problem:

f(X))

whereS C R is a compact setx = [z, 72, -

Minimize x €5,

1)

,zp]T, and

conditions, we can either fix the maximum number of fithess
éunction evaluationsNlax NFFES or define a desired solution
value-to-reach\(TR).

B. Mutation Operators in DE
In the DE algorithm, the core operator is the differential

D is the dimensionj.e, the number of decision variables.mutation operator. There are many mutation operators that
Generally, for each variable;, it satisfies a boundary con-have been proposed [14], [4]. They use different learning

straint, such that:

j:172a"'aD' (2)

z; <xj; <Tj,

strategies in the reproduction stage. In order to distsigui
among DE’s mutation operators, the notation “BE&] is used,
where “DE” indicates the Differential Evolutionp" denotes

wherez; and7; are respectively the lower bound and uppéhe vector to be mutated; and™is the number of difference

bound ofx;.

vectors used. In DE, some well-known mutation operators are

listed as follows.

A. Differential Evolution 1)

The DE algorithm [3] is a simple evolutionary algorithm
(EA) for global numerical optimization. It creates new cand
date solutions by combining the parent individual and s&ver
other individuals of the same population. A candidate regda
the parent only if it has an equal or better fithess value.
The pseudo-code of the original DE algorithm is shown in3
Algorithm 1, whereD is the number of decision variables;
Np is the population sizef' is the mutation scaling facto€r
is the crossover rate;; ; is the j-th variable of the solution 4)
x;; u; Is the offspring. The functiomndint(1, D) returns a
uniformly distributed random integer number betweleand
D, while rndreal;[0, 1) gives a uniformly distributed random 5
real number in[0,1), generated anew for each value pf
Many mutation strategies to create a candidate are avajlabl
in Algorithm 1, the use of the classic “DE/rand/1” mutation 6)
operator is illustrated (see line 9).

From Algorithm 1, we can see that there are only three
control parameters\(p, F' andC'r) in DE. As for the terminal

“DE/rand/1":
Vi =Xp, + F - (Xp, — Xpy) (3)
) “DE/rand/2":
Vi=Xp, + F (Xpy = Xpy) + F - (%0, —%y)  (4)
) “DE/current-to-best/1
Vi =X + F - (Xpest — %) + F+ (%, —%p,)  (5)

“DE/current-to-best/2":

vi=x; +F- (xbest —XL') + F- (x7‘2 _x7‘3) +F- (Xr4 _x7‘5) (6)

) “DE/rand-to-best/1":

Vi = Xp, + F- (Xbest 7Xr1) +F- (XT2 7X7"3)
“DE/rand-to-best/2":

Vi =Xp +F- (xbgst 7x,,.1) +F- (xr2 7x7V3) +F- (x,,.4 7x,,.5) 8)

(7

1“DE/current-to-best” is also referred to as “DE/targetstest/” [4], [15].



where Xpest FEpresents the best individual in the Currerﬁ\lgorithm 2 Ranking—based vector selection for “DE/rand/1”
generation,ry,ra, 73,74, @andrs € {1,---,Np}, andr; # Input: The target vector index
ro # 13 # 14 # 75 # 0. As shown in Equation (3)x; is  2: Output: The selected vector indexes, 2,73
referred to as théargetvector;u; is thetrial vector;v; is the  3: Randomly select; € {1, Np} {base vector index
mutantvector; x,, is the basevector; andx,, — x,, is the  4: while rndreal[0,1) > p,, or 7 == i do
differential vector. 5. Randomly select; € {1, Np}

Generally, different mutation operators have differerst-fe 6: end while
tures and are suitable to different set of problems. Howevef: Randomly select, € {1, Np} {terminal vector indek
the choice of the best mutation operators for DE is not eas§: While rndreal[0, 1) > p,, Or ro == Of 72 == i do
for a specific problem [16], [17], [18]. Therefore, in order 0 Randomly select; € {1, Np}
to make the mutation operator selection more easily, some: end while
researchers studied new mutation operators. For exanopie, | 11: Randomly selects € {1, Np}
and Li [19] presented a rotation-invariant operator, ngmefl2: while r3 == 3 or r3 ==y or 73 == i do
“DE/current-to-rand/1”. Priceet al. [4, pp. 117] proposed 13: Randomly selects € {1, Np}
the “DE/rand/1/either-or” algorithm, where the trial vect 14: end while
are either pure mutant or pure recombinant with a given
probability. Ensemble of different mutation operators lisoa
an interesting topic for improving the performance of DEclsu way is to enhance its exploitation ability. Additionally, the
as SaDE [18], EPSDE [20], SaJADE [21], CoDE [22], DEnature good species always contain good information and are
SG [23], etc. more likely to be selected to propagate the offspring. Based

Apart from developing new mutation operators, some ren these considerations, in this section, in order to baldime
searchers investigated the selection of vectors in thdimgis exploration and exploitation abilities of DE we propose the
mutation operators. In [4, pp. 61], Pric al. studied the ranking-based mutation operators, where some of the \&ector
vector index selection for DE, where the random selectioim the mutation operators are proportionally chosen adngrd
stochastic universal sampling selection, one-to-onecgefe to their rankings in the current population. The key poirts o
best-so-far base vector selection, and so on, are presentedt approach are described in detail as follows.
Kaelo and Ali [24] proposedournament-besbase vector
selection for DE, where the best vector among the thre'&e our Approach
random ones is selected as the base vector and the remaining pproac
two are contributed to the difference vector in the “DE/mrid 1) Rankings Assignmenin order to utilize the information
mutation operator. Inspired by the particle swarm optiiarg  Of good vectors in the DE population, in this work, we assign
Das et al. [15] proposed a modified “DE/current-to-best/1'& ranking for each vector according to its fitness. Firstig t
mutation operator, namely local version of “DE/current-taPopulation is sorted in ascent ordee( from the best to the
best/1”, where all of the vectors are selected in the neighorst) based on the fitness of each vector. Then, the ranking
borhood of the target vector. In [25], Zhang and Sanders8ha vector is assigned as follows:
presented the “DE/current-tabest/1” mutation operator with _ .
optional archive, where the? . is a pbest solution, which Ri=Np—i, i=12-,Np ©
is randomly selected as one of the to0p% solutions with where Np is the population size. According to Equation (9),
p € (0,1]. When the archiveA is used,x,, in Equation (5) the best vector in the current population will obtain thehaist
is randomly chosen from the uniol® U A, of the archive ranking.
and current populatioP. Epitropakiset al.[26] proposed the  2) Selection Probability: After assigning the ranking for

proximity-based mutation operators, in which the proxymiteach vector, the selection probability of the i-th vectorx;
characteristics among the vectors are used to assign #e sgk calculated as

tion probabilities of different vectors. In [27], Garcidartinez R.
et al. presented the role differentiation and malleable mating p; = N—‘,
for DE, where the vectors in the population are differeetiat p
into four groupsj.e., receivinggroup,placing group,leading Note that the selection probability calculation is simitar
group, andcorrecting group. In the mutation and crossovethe assignment of the emigration rate in biogeography¢base
operations, the vectors are chosen from the correspondimgimization (BBO) [28]. In addition, it is worth pointingud
groups, instead of the whole population. that the probability calculation method in Equation (104liso
similar to the linear ranking fitness assignment presented i
evolutionary algorithms [1]. Also, other methods can beduse
to replace the probability calculation in Equation (10) itam

As mentioned above, the DE algorithm is good at explorirtg the migration models of BBO presented in [29]. However,
the search space, however, it may be slow at exploitationeof in this work, we only use the simplest method as shown in
solutions in the current population, especially when thstbe Equation (10). The influence of other probability calcidati
so-far vector ite., xpcs¢) is not used in the mutation operatortechniques on the performance of the ranking-based matatio
Thus, in order to improve the performance of DE, one possibigerators will be evaluated in Section IV-D.

=

IIl. RANKING-BASED MUTATION OPERATORS



3) Vector Selection:After calculating the selection prob-Algorithm 3 DE with ranking-based “DE/rand/1” mutation

ability of each vector in Equation (10), the other issue isl: Generate the initial population randomly
that in the mutation operator which vectors should be setect 2: Evaluate the fitness for each individual in the population

according to the selection probabilities. In this work, veéest
the basevector and theterminalpoint of the difference vector 4:
based on their selection probabilities, while other vetior

the mutation operator are selected randomly as the origin&t
DE algorithm. For example, for the “DE/rand/1” mutation
the vectors are selected as shown in Algorithm 2. Note thag:
the notation & == b" indicates ¢ is equal tob. From 7:
Algorithm 2 we can see that the vectors with higher rankings:
(or selection probabilities) are more likely to be chosen a9:
the base vector or the terminal point in the mutation operatdo:
We do not select the starting point according to its selactioll:
probability, because if the two points in the differenceteec 12:
are chosen from the better vectors, then the search step-siz:
of the difference vector maybe decrease quickly and lead te:
premature convergence. The influence of other vector safect 15:
methods will be empirically compared in Section IV-E. Notelé:
that in Algorithm 2 we only illustrate the vector selectiarr f 17:
“DE/rand/1", for other mutation operators the vector siétet 18:

is similar to Algorithm 2. 19:
20:
B. DE with Ranking-based Mutation Operators 2L

Combing our above-proposed ranking-based mutation of

erator with DE, the ranking-based DE algorithm (rank-D %

3: while the stop criterion is not satisfiedb

Sort the population based on the fitness of each indi-

vidual =
Calculate the selection probability for each individual
according to Equation (10) =
for i =1to Np do

Selectry, ry, r3 as shown in Algorithm 2 <~

Jrand = rndint(1, D)
for j=1to D do
if rndreal;[0,1) < Cr or j is equal t0j,4nq then
Ujj = Tpy 5 + F- (m"?,j - x7‘37j)
else
Ug,5 = Zi,j
end if
end for
end for
for i =1to Np do
Evaluate the offspring,
if f(u;) is better tharor equal tof(x;) then
Replacex; with u;
end if
end for

end while

for short) are presented. The pseudo-code of rank-DE with
“DE/rand/1” mutation is shown in Algorithm 3. The differ-

ences between Algorithm 1 and Algorithm 3 are highlighte@90rithm. We selecz5 benchmark functions presented in the
in “<". From Algorithm 3, it is clear that rank-DE maintainsCEC'2005 pompetltlon [31],‘3” real-parameter optlmlgaaen
the advantages of the original DE algorithm, such as simgf&€ test suite. These functions can be categorized inte thre
structure, ease of use, and so on. In addition, since soff@UPS: i) unimodal functions (FO1 - FOS5); ii) basic multidz
vectors in the mutation operator are chosen based on tHeEfictions (FO6 - F12);iii) expanded multimodal functiofd.8
rankings, better ones are more likely to be chosen. In this wa ~14); @nd iv) hybrid composition functions (F15 - F25). Mor
the exploitation ability of DE can be enhanced. Moreovee, tfi€tails for these functions can be found in [31].
ranking-based mutation operators are also able to inegrsit
other advanced DE variants.

Unlike proximity-based DE proposed in [26], our proposed
rank-DE does not significantly increase the overall comiplex
of the original DE algorithm any more. The additional com
plexity of our proposed ranking-based DE is populationisgrt
and probability calculation, as shown in Algorithm 3. The
complexity of population sorting i©(Np-log (Np)), and the
complexity of probability calculation i®(Np). Since the total
complexity of DE isO(G - Np- D), whereG is the maximal
number of generations, rank-DE has the total complexity of
O(G-Np-(D+log(Np) +1)). In general, the population sizep  parameter Settings

Np is set to be proportional to the problem dimensionin q h its b Kina-based
the DE literature [30]. Thus, the total complexity of rankD In order to compare the results between ranking-based DE

is O(G - D?), which is the same as the original DE algorithn‘?md its corresponding original DE, in all experiments, we us
and many other DE variants the following parameters as shown in Table | unless a change

is mentioned. Note that we use jDE [32], a self-adaptive DE
algorithm, to test the influence of our approach in different
) ) ) ) mutation operators, since this algorithm obtains promgisin
In this section, we perform comprehensive experiments [0q 15 among various mutation operators. The rankingébas
verify the performance of the proposed ranking-based QBE algorithm is referred to as rank-jDE. To make a fair
21f the base vector is the best-so-far vector or the targetorewe do not COMparison, all parameters Qf DE v_ariants in Table | are kept
need to select it based on its selection probability. the same as used in their original literature.

TABLE |
PARAMETER SETTINGS FOR ALLDE VARIANTS.

Algorithm
JDE, rank-jDE
ODE, rank-ODE

SaDE, rank-SaDE
JADE, rank-JADE
CoDE, rank-CoDE
DEGL, rank-DEGL

Parameter settings

Np =100,7 = 0.1, 72 = 0.1 [32]

Np =100,Cr =0.9, F = 0.5, J, = 0.3 [33]
Np =50, LP = 50 [18]

Np = 100, p = 0.05,c = 0.1 [25]

Np = 30 [22]

Np=10 x D,Cr = 0.9, F = 0.8 [15]

IV. EXPERIMENTAL RESULTS AND ANALYSIS



TABLE Il

COMPARISON ON THEERRORVALUES BETWEEN JDE AND ITS CORRESPONDING RANKJIJDE WITH DIFFERENTMUTATION OPERATORS FORFUNCTIONS
FO1 - F25AaT D = 30.

Prob DE/rand/1/bin DE/current-to-best/1/bin DE/rand-to-best/1/bin
JDE rank-jDE JDE rank-jDE JDE rank-jDE
FOT* 7.37E+00+ 3.02E+00 | + 8.93E-02+ 4.02E-02 1.56E-03+ 9.82E-04 | + 1.31E-04+ 1.05E-04 1.06E-05+ 1.13E-05 | + 2.59E-08+ 1.80E-08
F02 1.08E-05+ 1.54E-05 | + 1.44E-11+ 2.64E-11 4.97E-11+ 1.82E-10 | + 1.15E-124 4.65E-12 2.77E-17+ 5.78E-17 | + 3.30E-22+ 7.43E-22
FO3 1.89E+05+ 1.04E+05 | + 8.12E+04+ 3.87E+04 3.85E+04+ 2.81E+04 | + 3.08E+04+ 2.71E+04 3.90E+04+ 2.50E+04 | + | 2.59E+044 1.77E+04
FO4 2.98E-014 5.78E-01 | + 7.98E-04+ 1.65E-03 1.08E+00+ 2.95E+00 | = 1.29E+004 5.24E+00 1.58E-03+ 4.63E-03 | = 5.04E-024- 2.25E-01
FO5 1.10E+034+ 4.44E+02 | = 1.11E+034 5.67E+02 2.26E+03+ 6.82E+02 | + 2.07E+03+ 6.00E+02 1.67E+03+ 4.94E+02 | = 1.82E+034 5.54E+02
FO6 2.46E+01+ 2.57E+01 | + 5.74E-01+ 1.37E+00 9.31E+00+ 1.70E+01 | + 2.93E+00+ 4.22E+00 1.52E+00+ 1.95E+00 | + 1.44E+00+ 1.93E+00
FO7 1.31E-02+ 9.30E-03 | + 9.75E-03+ 8.92E-03 1.60E-02+ 1.26E-02 | + 1.44E-02+ 1.32E-02 1.42E-02+ 1.44E-02 | = 1.53E-02+ 1.36E-02
FO8 2.09E+01+ 4.94E-02 | = 2.09E+01+ 4.98E-02 2.10E+01+ 4.20E-02 | = 2.10E+01+ 4.91E-02 2.09E+01+ 5.44E-02 | = 2.09E+01+ 5.16E-02
FO9* 7.64E+01+ 8.36E+00 | + 6.42E+01+ 9.08E+00 8.92E+01+ 8.62E+00 | + 8.74E+01+ 9.69E+00 6.13E+01+ 7.94E+00 | + | 5.01E+014 7.77E+00
F10 5.86E+01+ 1.05E+01 + 4.71E+01+ 9.42E+00 4.44E+01+ 8.41E+00 = 4.41E+01+ 9.55E+00 3.49E+01+ 8.04E+00 | = 3.71E+01+ 9.61E+00
F11 2.80E+01+ 1.74E+00 = 2.79E+01+ 2.29E+00 2.57E+01+ 1.54E+00 + 2.46E+01+ 1.63E+00 2.72E+01+ 1.69E+00 + 2.48E+01+ 5.31E+00
F12 1.16E+04+ 8.08E+03 | + 1.65E+03+ 1.80E+03 2.05E+03+ 2.13E+03 | = 2.48E+03+ 2.93E+03 1.59E+03+ 2.32E+03 | = 1.91E+03+ 2.57E+03
F13 1.70E+00+ 1.43E-01 | + 1.60E+00+ 1.26E-01 1.68E+00+ 2.63E-01 | — 1.80E+00+ 2.36E-01 1.55E+00+ 1.33E-01 | — 1.63E+00+ 2.34E-01
F14 1.30E+01+ 2.00E-01 | = 1.30E+01+ 2.05E-01 1.26E+01+ 2.56E-01 | = 1.26E+01+ 2.68E-01 1.28E+01+ 2.83E-01 | = 1.28E+01+ 2.66E-01
F15 3.40E+02+ 1.09E+02 | = 3.66E+02+ 5.58E+01 3.36E+02+ 1.27E+02 | = 3.50E+02+ 1.51E+02 3.28E+02+ 1.38E+02 | = 3.58E+024+ 9.00E+01
F16 7.56E+01+ 8.99E+00 + 6.12E+01+ 9.00E+00 1.43E+02+ 1.41E+02 = 1.48E+02+ 1.40E+02 1.51E+02+ 1.57E+02 = 1.42E+02+ 1.55E+02
F17 1.33E+02+ 1.43E+01 | + 1.06E+02+ 3.81E+01 1.58E+02+ 1.19E+02 | = 1.92E+02+ 1.47E+02 1.55E+02+ 1.22E+02 | + 1.40E+02+ 1.32E+02
F18 9.07E+02+ 1.45E+00 | = 9.08E+02+ 2.28E+00 8.98E+02+ 4.97E+01 | = 9.09E+02+ 4.56E+01 8.92E+02+ 4.96E+01 | — 9.04E+024 4.27E+01
F19 9.06E+02+ 1.72E+00 | — 9.08E+02+ 1.90E+00 9.10E+02+ 4.19E+01 | = 9.05E+02+ 4.36E+01 8.90E+02+ 5.11E+01 | — 8.97E+024 4.95E+01
F20 9.06E+02+ 1.68E+00 | — 9.08E+02+ 1.87E+00 9.12E+02+ 3.83E+01 | = 9.10E+02+ 3.79E+01 8.83E+02+ 5.49E+01 | — 8.95E+024 5.14E+01
F21 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 7.01E+02+ 2.71E+02 | = 5.85E+02+ 1.96E+02 5.25E+024 1.07E+02 | = | 5.21E+024 1.14E+02
F22 9.04E+02+ 1.03E+01 | + 8.97E+02+ 1.16E+01 9.28E+02+ 1.62E+01 | = 9.32E+02+ 1.86E+01 9.19E+02+ 9.89E+00 | = | 9.18E+02+ 1.52E+01
F23 5.34E+024- 2.19E-04 | = 5.34E+024+ 1.20E-03 6.39E+02+ 2.20E+02 | = 6.29E+02+ 2.20E+02 5.35E+02+ 1.91E+00 | — | 5.52E+02+ 7.98E+01
F24 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+024 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+024 0.00E+00
F25 2.10E+02+ 3.33E-01 | + 2.09E+02+ 2.76E-01 2.30E+02+ 1.40E+02 | = 2.56E+024 1.99E+02 2.10E+024+ 7.77E-01 | = 2.10E+02+ 6.86E-01
w/t]l 14/9/2 - 8/16/1 - 7/13/5 -
Prob DE/rand/2/bin DE/current-to-best/2/bin DE/rand-to-best/2/bin
DE rank-DE DE rank-DE DE rank-DE
FO1* 4.88E+01+ 1.82E+01 | + 1.20E+004+ 5.54E-01 2.85E-01+ 1.52E-01 | + 5.28E-02+ 2.78E-02 6.81E-03+ 4.10E-03 | + 9.35E-06+ 7.55E-06
F02 2.83E-03+ 7.26E-03 | + 6.79E-09+ 2.49E-08 5.05E-184 1.68E-17 | + 5.89E-22+ 1.94E-21 1.64E-13+ 5.10E-13 | + 7.77E-214 2.50E-20
FO3 2.85E+05+ 1.76E+05 | + 9.65E+04+ 5.65E+04 2.85E+04+ 2.17E+04 | + 1.91E+04+ 1.27E+04 5.34E+044 3.34E+04 | + | 3.16E+044 1.77E+04
FO4 6.06E+00+ 1.32E+01 | + 3.38E-03+ 6.47E-03 1.27E-06+ 3.28E-06 | + 4.46E-08+ 1.40E-07 6.78E-06+ 2.80E-05 | + 5.08E-06+ 3.02E-05
FO5 7.72E+024+ 4.44E+02 | + 5.24E+02+ 3.49E+02 8.94E+02+ 4.56E+02 | + 7.59E+02+ 4.26E+02 7.01E+024+ 4.12E+02 | = 7.45E+024 4.02E+02
FO06 1.92E+01+ 1.77E+01 + 9.87E-01+4 1.74E+00 1.74E+01+ 2.35E+01 + 7.92E+00+ 1.36E+01 2.34E+00+ 2.54E+00 + 6.42E-014 1.47E+00
FO7 6.70E-03+ 5.90E-03 | + 4.88E-03+ 5.98E-03 8.94E-03+ 1.12E-02 | = 1.04E-02+ 1.04E-02 1.24E-02+ 1.27E-02 | = 9.45E-03+ 9.97E-03
FO8 2.10E+014 4.45E-02 | + 2.09E+01+ 4.99E-02 2.09E+014+ 4.17E-02 | = 2.09E+01+ 5.85E-02 2.10E+01+ 4.95E-02 | = 2.09E+01+ 4.85E-02
FO9* 9.56E+01+ 1.03E+01 | + 8.65E+01+ 1.09E+01 1.06E+02+ 1.03E+01 | = 1.02E+02+ 1.08E+01 7.77TE+014 9.04E+00 | + | 6.98E+014 9.53E+00
F10 6.75E+01+ 7.99E+00 | + 5.65E+01+ 9.96E+00 4.73E+014+ 9.79E+00 | + | 4.20E+01+ 7.41E+00 3.99E+01+ 7.44E+00 | + | 3.49E+014 6.76E+00
F11 2.88E+01+ 1.76E+00 | = 2.87E+01+ 1.46E+00 2.55E+01+ 1.59E+00 | = 2.54E+01+ 1.53E+00 2.78E+01+ 1.79E+00 | = 2.82E+014 1.54E+00
F12 2.13E+04+ 5.21E+03 | + 1.97E+04+ 6.16E+03 9.74E+03+ 3.80E+03 | + 8.31E+03+ 4.25E+03 1.30E+04+ 7.07E+03 | + | 2.09E+03+ 3.77E+03
F13 1.80E+00+ 1.64E-01 + 1.67E+00+ 1.61E-01 1.72E+00+ 1.59E-01 = 1.72E+00+ 1.66E-01 1.60E+00+ 1.79E-01 = 1.66E+00+ 1.45E-01
F14 1.30E+01+ 2.58E-01 = 1.30E+01+ 2.35E-01 1.28E+01+ 2.11E-01 = 1.28E+01+ 2.49E-01 1.29E+01+ 2.10E-01 = 1.30E+01+ 2.10E-01
F15 1.20E+02+ 1.60E+02 | — 3.34E+02+ 1.35E+02 2.28E+02+ 1.82E+02 | — 3.33E+02+ 1.37E+02 3.62E+02+ 1.18E+02 | = | 3.56E+02+ 1.03E+02
F16 9.82E+01+ 1.48E+01 | + 7.85E+01+ 1.47E+01 9.17E+01+ 3.34E+01 | + 1.10E+02+ 1.08E+02 9.12E+014 8.50E+01 | + 9.61E+014 9.71E+01
F17 1.60E+02+ 2.02E+01 + 1.36E+02+ 1.71E+01 1.32E+02+ 3.52E+01 + 1.24E+02+ 4.07E+01 1.29E+024 6.73E+01 = 1.30E+02+ 7.88E+01
F18 9.05E+02+ 1.52E+01 | + 9.04E+02+ 1.54E+00 8.80E+02+ 5.07E+01 | — | 9.05E+02+ 2.69E+01 9.07E+02+ 1.58E+01 | + 9.09E+02+4 1.60E+01
F19 9.05E+02+ 1.52E+01 | + 9.04E+02+ 1.67E+00 8.84E+02+ 4.80E+01 | — | 9.05E+02+ 2.70E+01 8.98E+02+ 3.32E+01 | + 9.09E+02+4 1.59E+01
F20 9.07E+02+ 1.44E+00 | + 9.06E+02+ 1.33E+00 8.85E+02+ 4.82E+01 | — | 9.01E+02+ 3.40E+01 9.00E+02+ 3.00E+01 | + 9.07E+024 2.22E+01
F21 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 5.32E+02+ 9.78E+01 | = 5.37E+02+ 1.20E+02 5.00E+02+ 0.00E+00 | = 5.00E+024- 0.00E+00
F22 9.23E+02+ 9.69E+00 | + 9.02E+02+ 6.68E+00 9.15E+02+ 1.18E+01 | + 9.08E+02+ 1.51E+01 9.04E+024 8.43E+00 | + | 8.98E+02+4 1.23E+01
F23 5.34E+02+ 1.37E-04 | + 5.34E+02+ 2.41E-04 5.71E+02+ 1.28E+02 | = 5.66E+02+ 1.09E+02 5.42E+02+ 5.70E+01 | = 5.47E+02+ 8.84E+01
F24 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+024- 0.00E+00
F25 2.09E+02+ 2.40E-01 | + 2.09E+02+ 1.89E-01 2.09E+02+ 2.63E-01 | + 2.09E+02+ 3.09E-01 2.09E+02+ 2.46E-01 | = 2.09E+02+ 2.66E-01
w/t/l 20/4/1 — 12/9/4 — 13/12/0 —
* indicates that when several algorithms obtain the global optimum, the ind&ateeesults are reported SfF FEs = 20, 000.
“+" “~" and “=" indicate our approach is respectively better thanysethan, or similar to its competitor according to the Wilcoxon signed-ranhktes= 0.05.

The maximal number of fithess function evaluationB. Influence on jDE with Different Mutation Operators
(Max_NFFEs) are set taD - 10,000 [31]. To compare the

results of different algorithms, each function is optintizever
50 independent runs. We.use the same set. of iniFia! ra”deBerators (see Equations (3) -
populations to evaluate different algorithms in a simila@yW mental study. Among these six mutation operators, three of
them have one difference vectors, while the rest three ones

. L . have two difference vectors. Normally, the mutation opesat
In addition, it is important to point out that the boundaryg;it two difference vectors are more explorative. There are

done in [8],i.e, all of the compared algorithms are starte
from the same initial population in each out 60 runs.

In this section, we evaluate the effectiveness of our pro-
posed ranking-based mutation operators in jDE. Six mutatio
(8)) are used in the experi-

handling method has significant influence to the performangg,. mutation operators that utilize the best-so-far sotut

of DE [34]. Therefore,
in this work, for all mentioned DE methods we use th@
reinitialization method,i.e., when one of the decision variable The results for all functions ab
is beyond its boundary constraint, it is generated with thleable 1.
uniform distribution within the boundary [34].

in order to make a fair comparison, - these operators always converges faster and are more
xploitive, especially only with one difference vector.

30 are shown in
The better values compared between jDE and its

corresponding rank-jDE are highlighted fmldface In order

to compare the significance between two algorithms the ghaire

Wilcoxon signed-rank test is used. In Table Il, accordinth®
Wilcoxon's test, the results are summarized ag¢/!”, which




TABLE Il
COMPARISON ON THEERRORVALUES BETWEENADVANCED DE AND ITS CORRESPONDINGRANKING-BASEDDE VARIANT FOR FUNCTIONSFOL - F25
AT D = 30.
Prob JDE rank-jDE ODE rank-ODE SaDE rank-SaDE
FOT* 7.37E+00+ 3.02E+00 | + 8.93E-02+ 4.02E-02 2.82E+00+ 2.17E+00 | + 3.46E-02+ 2.86E-02 2.22E-05+ 1.51E-05 + 2.80E-08+ 2.29E-08
F02 1.08E-05+ 1.54E-05 + 1.44E-11+ 2.64E-11 3.68E-04+ 5.56E-04 + 1.43E-10+ 2.39E-10 1.53E-18+ 9.14E-18 + 2.13E-27+ 2.03E-27
F03 1.89E+05+ 1.04E+05 | + 8.12E+044 3.87E+04 5.86E+05+ 2.80E+05 | + 2.52E+05+ 1.57E+05 5.40E+044 4.32E+04 | + 1.85E+04+ 1.68E+04
Fo4 2.98E-01+ 5.78E-01 + 7.98E-04+ 1.65E-03 1.95E-01+ 4.65E-01 + 6.76E-05+ 2.14E-04 3.66E-01+ 1.39E+00 + 3.81E-02+ 2.55E-01
F05 1.10E+03+ 4.44E+02 = 1.11E+03+ 5.67E+02 1.55E+02+ 1.30E+02 + 2.68E+01+ 3.21E+01 1.58E+03+ 5.06E+02 + 1.13E+03+ 4.18E+02
F06 2.46E+01+ 2.57E+01 | + 5.74E-01+ 1.37E+00 4.56E+01+ 2.82E+01 | + 1.42E+01+ 8.73E+00 2.09E+00+ 2.93E+00 | + 1.20E+00+ 1.85E+00
FO7 1.31E-02+ 9.30E-03 + 9.75E-03+ 8.92E-03 6.26E-03+ 7.73E-03 = 6.94E-03+ 7.67E-03 1.44E-02+ 1.15E-02 = 1.48E-02+ 1.18E-02
F08 2.09E+01+ 4.94E-02 = 2.09E+01+ 4.98E-02 2.10E+01+ 4.99E-02 = 2.09E+01+ 4.75E-02 2.09E+01+ 5.80E-02 = 2.09E+01+ 5.19E-02
FO9* 7.64E+01+ 8.36E+00 | + 6.42E+01+ 9.08E+00 2.26E+02+ 1.73E+01 | + 2.05E+02+ 2.04E+01 7.16E+01+ 8.07E+00 | + 6.05E+01+ 6.66E+00
F10 5.86E+01+ 1.05E+01 | + 4.71E+01+ 9.42E+00 5.13E+01+ 4.54E+01 | + 3.78E+01+ 2.28E+01 4.81E+014 7.26E+00 | + 4.44E+01+ 8.96E+00
F11 2.80E+01+ 1.74E+00 | = 2.79E+01+ 2.29E+00 7.50E+00+ 8.10E+00 | — 9.72E+00+ 6.51E+00 2.83E+01+ 3.22E+00 | = 2.77E+01+ 4.18E+00
F12 1.16E+04+ 8.08E+03 | + 1.65E+03+ 1.80E+03 2.57E+03+ 2.91E+03 | = 2.16E+03+ 2.34E+03 2.44E+03+ 3.17E+03 | + 1.63E+03+ 1.91E+03
F13 1.70E+00+ 1.43E-01 + 1.60E+00+ 1.26E-01 7.08E+00+ 2.43E+00 | + 2.87E+00+ 7.73E-01 2.24E+00+ 1.79E-01 = 2.25E+00+ 2.59E-01
F14 1.30E+01+ 2.00E-01 = 1.30E+01+ 2.05E-01 1.31E+01+ 2.28E-01 + 1.29E+01+ 4.39E-01 1.29E+01+ 1.81E-01 + 1.28E+01+ 1.90E-01
F15 3.40E+02+ 1.09E+02 | = 3.66E+02+ 5.58E+01 4.18E+02+ 3.88E+01 | = 4.12E+02+ 5.58E+01 3.86E+024 6.71E+01 | + 3.45E+02+ 9.59E+01
F16 7.56E+01+ 8.99E+00 | + 6.12E+01+ 9.00E+00 9.79E+01+ 7.18E+01 | + 6.95E+01+ 5.36E+01 7.51E+01+ 4.89E+01 | + 6.91E+01+ 4.97E+01
F17 1.33E+02+ 1.43E+01 + 1.06E+02+ 3.81E+01 1.48E+02+ 8.04E+01 + 1.14E+02+ 9.11E+01 1.43E+02+ 5.05E+01 = 1.34E+02+ 7.75E+01
F18 9.07E+02+ 1.45E+00 | = 9.08E+02+ 2.28E+00 9.01E+02+ 2.08E+01 | — 9.01E+02+ 2.09E+01 8.76E+02+ 5.54E+01 | = 8.75E+02+ 5.49E+01
F19 9.06E+02+ 1.72E+00 | — 9.08E+02+ 1.90E+00 8.90E+02+ 3.66E+01 | — 9.03E+02+ 1.49E+01 8.77E+024+ 5.36E+01 | = 8.86E+024 4.87E+01
F20 9.06E+02+ 1.68E+00 | — 9.08E+02+ 1.87E+00 8.92E+02+ 3.42E+01 | — 8.97E+02+ 2.89E+01 8.75E+024 5.45E+01 | — 8.95E+024 4.22E+01
F21 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 5.06E+02+ 4.24E+01 | = 5.06E+024 4.24E+01
F22 9.04E+02+ 1.03E+01 | + 8.97E+02+ 1.16E+01 9.09E+02+ 9.31E+00 | + 9.04E+02+ 9.75E+00 9.29E+02+ 1.51E+01 | + 9.22E+02+ 1.47E+01
F23 5.34E+02+ 2.19E-04 = 5.34E+02+ 1.20E-03 5.34E+02+ 3.08E-04 = 5.34E+02+ 3.37E-04 5.34E+02+ 1.20E-03 = 5.34E+02+ 8.30E-03
F24 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+024 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+024 0.00E+00
F25 2.10E+02+ 3.33E-01 + 2.09E+02+ 2.76E-01 2.09E+02+ 2.29E-01 + 2.09E+02+ 1.26E-01 2.10E+02+ 3.34E-01 + 2.09E+024 2.72E-01
w/t/l 14/9/2 — 14/7/4 — 14/10/1 —
Prob JADE rank-JADE CoDE rank-CoDE DEGL rank-DEGL
FOT* 7.91E-04+ 4.22E-04 + 2.60E-04+ 1.63E-04 3.29E-02+ 2.27E-02 + 2.22E-04+ 1.52E-04 9.02E-03+ 2.23E-03 + 7.73E-04+ 2.40E-04
F02 4.39E-28+ 1.51E-28 + 2.99E-28+ 1.25E-28 3.57E-14+ 8.14E-14 + 4.73E-21+4 7.52E-21 4.89E-27+ 1.26E-26 + 9.12E-284- 2.22E-28
FO03 8.12E+03+ 5.58E+03 | = 7.67E+03+ 6.70E+03 1.41E+05+ 7.39E+04 | + 6.07E+04+ 3.84E+04 4 83E+04+ 2.97E+04 | = 4.28E+04+ 2.32E+04
FOo4 8.15E-16+ 2.97E-15 + 5.61E-16+ 3.03E-15 6.79E-02+ 2.87E-01 + 1.08E-03+ 3.74E-03 6.95E-16+ 2.86E-15 + 4.27E-20+ 1.94E-19
FO5 9.67E-02+ 2.88E-01 + 4.77E-02+ 1.59E-01 8.27E+02+ 4.12E+02 | + 7.12E+02+ 4.32E+02 4.10E+02+ 2.54E+02 | + 2.14E+02+ 1.81E+02
F06 8.24E+00+ 2.44E+01 | + 7.74E-01+ 3.87E+00 3.29E-08+ 1.22E-07 + 3.99E-01+ 1.21E+00 6.72E+01+ 4.99E+01 | + 4.89E+01+ 2.71E+01
FO7 9.55E-03+ 8.31E-03 + 6.06E-03+ 7.82E-03 5.71E-03+ 6.79E-03 - 9.65E-03+ 8.37E-03 2.14E+02+ 8.41E+01 | + 1.20E+02+ 4.66E+01
F08 2.09E+01+ 1.43E-01 = 2.09E+01+ 1.43E-01 2.09E+01+ 4.66E-02 + 2.08E+01+ 3.47E-01 2.09E+01+ 5.30E-02 = 2.09E+01+ 6.92E-02
FO9* 8.12E+01+ 8.81E+00 | + 7.86E+01+ 7.01E+00 8.03E+01+ 8.04E+00 | + 6.31E+01+ 9.02E+00 1.98E+02+ 1.49E+01 | + 1.93E+02+ 1.23E+01
F10 2.66E+01+ 4.97E+00 | + 2.48E+01+ 4.66E+00 4.63E+01+ 1.03E+01 | = 4.54E+01+ 1.21E+01 1.50E+02+ 4.22E+01 | + 1.17E+02+ 5.94E+01
F11 2.50E+01+ 1.43E+00 | = 2.55E+01+ 1.58E+00 1.10E+01+ 2.99E+00 | — 1.32E+01+ 3.26E+00 2.54E+01+ 1.63E+01 | + 1.62E+01+ 1.67E+01
F12 7.26E+03+ 3.88E+03 | + 3.91E+03+ 3.88E+03 1.68E+03+ 2.21E+03 | = 1.50E+03+ 2.28E+03 5.61E+03+ 4.73E+03 | = 6.62E+034 5.82E+03
F13 1.43E+00+ 1.08E-01 = 1.47E+00+ 1.08E-01 3.25E+00+ 1.16E+00 | + 1.82E+00+ 4.99E-01 1.17E+014+ 1.42E+00 | + 1.06E+01+ 2.49E+00
F14 1.23E+01+ 3.14E-01 = 1.22E+01+ 3.29E-01 1.23E+01+ 4.73E-01 = 1.23E+01+ 5.27E-01 1.25E+01+ 3.18E-01 + 1.22E+01+ 3.98E-01
F15 3.43E+02+ 8.67E+01 | = 3.56E+02+ 9.29E+01 4.04E+02+ 1.98E+01 | + 3.82E+02+ 9.84E+01 3.45E+02+ 8.77E+01 | = 3.44E+02+ 8.86E+01
F16 7.78E+01+ 8.76E+01 | = 8.83E+01+ 1.12E+02 6.80E+01+ 1.33E+01 | = 6.92E+01+4 1.43E+01 1.45E+024+ 1.27E+02 | + 1.07E+02+ 1.02E+02
F17 1.13E+02+ 9.17E+01 | = 1.05E+02+ 8.49E+01 6.58E+01+ 1.36E+01 | = 6.91E+01+4 1.48E+01 2.22E+02+ 1.01E+02 | + 1.73E+02+ 1.38E+02
F18 8.95E+02+ 3.90E+01 | = 9.02E+02+ 2.62E+01 8.91E+02+ 4.01E+01 | = 8.98E+02+ 3.32E+01 8.70E+024+ 5.52E+01 | = 8.84E+024 4.77E+01
F19 8.97E+02+ 3.61E+01 | = 9.05E+02+ 2.18E+01 8.95E+02+ 3.57E+01 | — 9.01E+02+ 3.03E+01 8.68E+02+ 5.64E+01 | = 8.96E+02+ 3.93E+01
F20 8.96E+02+ 3.60E+01 | = 8.95E+02+ 3.57E+01 8.96E+02+ 3.57E+01 | — 9.02E+02+ 2.78E+01 8.73E+02+4 5.50E+01 | = 8.91E+02+ 4.32E+01
F21 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 5.00E+02+ 0.00E+00 | = 5.00E+024 0.00E+00 5.34E+024+ 9.82E+01 | = | 5.18E+024 7.20E+01
F22 8.95E+02+ 1.26E+01 | + 8.90E+02+ 1.37E+01 9.18E+02+ 1.23E+01 | + 8.88E+02+ 2.19E+01 9.20E+024- 1.48E+01 | + 9.12E+02+ 1.35E+01
F23 5.34E+02+ 1.29E-04 + 5.34E+02+ 2.82E-03 5.34E+02+ 4.29E-04 = 5.34E+02+ 4.36E-04 5.88E+02+ 1.35E+02 | + 5.72E+02+ 1.22E+02
F24 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+024 0.00E+00
F25 2.09E+02+ 1.22E-01 = 2.09E+02+ 1.05E-01 2.09E+02+ 2.47E-01 + 2.09E+02+ 2.33E-01 2.94E+02+ 2.39E+02 | + 2.46E+02+ 1.50E+02
w/t/l 11/14/0 — 12/9/4 — 16/9/0 —

* indicates that when several algorithms obtain the global optimum, the indeateeesults are reported SF FEs = 20, 000.
“+" “~" and “=" indicate our approach is respectively better thanysethan, or similar to its competitor according to the Wilcoxon signed-ranhktes= 0.05.

denotes that our proposed ranking-jDE winsuinfunctions, there is only one difference vector, both of them make this
ties int functions, and loses ihfunctions, compared with its strategy be more exploitative. When the ranking-basedovect
corresponding jDE method. selection is applied to “DE/rand-to-best/1/bin”, it maydeer-
exploitative, and hence, it leads to deteriorate the peréorce

With respect to the overall performance, from Table Il Wes rank-DE. Second, as shown in Equation (7) the base

;?n sei_thaém tge.Drréajorlz %f thEttgstt:]unc_tlor?f;[Bt:tl 3e?n tvectorx,,1 is also the starting point okpes: — X, in this
€ ranking-based ) metnods obtain the signiticantlyebe ay, the ranking-based selection »f, may also deteriorate

errors values compar_ed with their co_rresponding IDE ”_‘et e improved performance of rank-jDE. Oppositely, althoug
O.ds'. _For ex?‘mp'e’ with *DE/frand/1/bin st_rategy, rank-jD DE/current-to-best/1/bin” is also more exploitative dioethe
S|gn|f|c§ntly improves the p.erforma_mce Of.JDE It out of best-so-far solution and one difference vector, rank-j@2Esg
t25 gun(t:/tlzc/)lr;s ’,,b utt otnly Ioseskla_[f)tljznctlp ns. n:g/ 'tfh DtI.E/ currc;nt- significantly better results i8 functions, but only loses in
0-bes In" strategy, rank-y wins 1 unctions, €S ¢, ctions. The reason is that the base vestgwhich is also

in 9 fL_mctlon,s, and only loses id functions accordlng_ to the starting point o, — xi, is not selected based on its
the Wilcoxon’s test results at = 0.05. The only exception ranking

is for the “DE/rand-to-best/1/bin” strategy, where raiksj
improves jDE in7 functions, but loses i3 functions. For the ~ As mentioned above, DE mutation operators with two dif-
rest13 functions, both rank-jDE and jDE provides similar erroference vectors are more explorative than those with onéy on
values. The reasons might be two-fold: First, in “DE/randdifference vector. This can be verified according to theltesu

to-best/1/bin” the best-so-far solution is always used amthown in Table Il. When the ranking-based mutation opesator



TABLE IV
COMPARISON ON THEERRORVALUES BETWEENADVANCED DE AND ITS CORRESPONDINGRANKING-BASEDDE VARIANT FOR FUNCTIONSFOL - F25
AT D = 50.
Prob JDE rank-jDE ODE rank-ODE SaDE rank-SaDE
FOT* 4.88E-03+ 2.15E-03 + 2.29E-06+ 1.32E-06 9.65E-02+ 9.15E-02 + 6.30E-05+ 8.72E-05 7.83E-11+ 6.33E-11 + 2.23E-15+ 2.96E-15
F02 8.99E-02+ 8.43E-02 + 3.46E-05+ 3.84E-05 8.37E+00+ 4.93E+00 | + 1.20E-03+ 1.19E-03 2.62E-10+ 4.61E-10 + 3.30E-18+ 1.25E-17
F03 5.30E+05+ 3.05E+05 | + 3.25E+05+ 1.33E+05 3.84E+06+ 1.40E+06 | + 6.15E+05+ 2.38E+05 1.50E+05+ 5.63E+04 | + 7.22E+04+ 3.57E+04
Fo4 8.31E+02+ 7.64E+02 | + 2.87E+02+4+ 4.72E+02 8.77E+02+ 4.38E+02 | + 3.45E+01+ 2.81E+01 1.19E+03+ 1.05E+03 | + 5.34E+02+ 6.59E+02
F05 3.39E+03+ 6.32E+02 | — 3.63E+03+ 5.83E+02 2.30E+03+ 3.66E+02 | + 2.13E+03+ 3.75E+02 4.60E+03+ 8.83E+02 | + 4.10E+03+ 7.06E+02
F06 3.98E+01+ 2.68E+01 | + 7.65E+00+ 1.68E+01 4.20E+04+ 1.82E+05 | + 6.25E+01+ 5.14E+01 5.39E+00+ 2.07E+01 | + 1.28E+00+ 1.88E+00
FO7 4.13E-03+ 8.97E-03 + 4.82E-03+ 9.17E-03 1.38E-02+ 1.44E-02 + 6.15E-03+ 7.95E-03 7.46E-03+ 1.32E-02 + 5.90E-03+ 1.11E-02
F08 2.11E+01+ 3.58E-02 = 2.11E+01+ 3.81E-02 2.11E+01+ 4.07E-02 = 2.11E+01+ 3.94E-02 2.11E+01+ 3.61E-02 = 2.11E+014 4.26E-02
FO9* 7.69E+01+ 9.24E+00 | + 5.66E+01+ 6.53E+00 4.14E+02+ 3.40E+01 | + 3.76E+02+ 3.45E+01 8.09E+01+ 6.36E+00 | + 6.32E+01+ 7.57E+00
F10 1.00E+02+ 1.31E+01 | + 7.66E+01+ 1.85E+01 1.12E+02+ 1.03E+02 | = 8.22E+01+ 6.18E+01 1.27E+024+ 1.54E+01 | + 1.02E+02+ 1.91E+01
F11 5.54E+01+ 2.31E+00 | + 5.31E+01+ 5.03E+00 1.67E+01+ 9.27E+00 | — 2.02E+01+ 5.78E+00 5.73E+01+ 3.77E+00 | = 5.66E+01+ 6.14E+00
F12 3.71E+04+ 2.27E+04 | + 6.20E+03+ 6.10E+03 1.12E+04+ 9.58E+03 + 7.61E+03+ 7.34E+03 1.10E+04+ 9.51E+03 + 6.17E+03+ 6.14E+03
F13 2.90E+00+ 2.23E-01 + 2.81E+00+ 3.07E-01 1.47E+01+ 4.72E+00 | + 5.87E+00+ 1.40E+00 4.89E+00+ 6.23E-01 = 4.94E+00+ 6.14E-01
F14 2.26E+01+ 3.03E-01 = 2.26E+01+ 2.99E-01 2.29E+01+ 2.55E-01 = 2.29E+01+ 2.87E-01 2.25E+01+ 2.31E-01 + 2.24E+01+ 1.68E-01
F15 3.32E+02+ 9.57E+01 + 3.16E+02+ 9.97E+01 3.96E+02+ 2.83E+01 + 3.62E+02+ 8.30E+01 3.65E+02+ 7.97E+01 = 3.41E+02+ 8.73E+01
F16 8.54E+01+ 8.91E+00 | + 6.93E+01+ 1.61E+01 8.70E+01+ 7.40E+01 | + 6.55E+01+ 4.34E+01 8.64E+01+ 9.91E+00 | + 7.81E+01+ 9.28E+00
F17 1.75E+02+ 1.26E+01 + 1.32E+02+ 6.16E+01 1.55E+02+ 9.78E+01 + 1.09E+02+ 8.99E+01 1.99E+02+ 1.54E+01 + 1.89E+02+4+ 5.05E+01
F18 9.25E+02+ 2.93E+00 | — 9.31E+02+ 4.18E+00 8.96E+02+ 4.88E+01 | — 9.05E+02+ 4.32E+01 9.42E+024 3.82E+01 | = 9.48E+024 2.37E+01
F19 9.25E+02+ 3.10E+00 | — 9.30E+02+ 4.58E+00 8.94E+02+ 5.07E+01 | — 9.03E+02+ 4.57E+01 9.46E+024 3.95E+01 | + 9.48E+024 1.49E+01
F20 9.25E+02+ 3.26E+00 | — 9.30E+02+ 4.69E+00 8.99E+02+ 4.71E+01 | — 9.07E+02+ 4.35E+01 9.43E+024+ 3.88E+01 | = 9.46E+024 2.42E+01
F21 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 5.46E+02+ 1.65E+02 | + 5.20E+02+ 1.04E+02
F22 9.43E+02+ 1.26E+01 | + 9.40E+02+ 1.11E+01 9.59E+02+ 1.11E+01 | + 9.57E+02+ 1.19E+01 9.75E+024+ 8.38E+00 | + 9.67E+02+ 1.01E+01
F23 5.39E+02+ 1.67E-05 - 5.39E+02+ 7.98E-03 5.39E+02+ 1.27E-02 = 5.39E+02+ 2.34E-02 5.91E+02+ 1.79E+02 | = 5.85E+02+ 1.63E+02
F24 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+024 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+024 0.00E+00
F25 2.14E+02+ 6.08E-01 = 2.14E+02+ 8.89E-01 2.14E+02+ 4.62E-01 + 2.13E+02+ 3.63E-01 2.16E+02+ 8.10E-01 + 2.14E+024 5.92E-01
w/t/l 15/5/5 — 15/6/4 — 17/8/0 —
Prob JADE rank-JADE CoDE rank-CoDE DEGL rank-DEGL
FOT" | 173E-12£2.24E-12 | + | 9.02E-14% 1.02E-13 || 5.09E+00E 2.68E+00 | + | 256E-02+ 136E-02 || 5.36E-0LE 3.05E-01 | + | 5.25E-02% 6.47E-02
F02 1.04E-26+ 4.22E-27 + 7.03E-27+ 3.23E-27 2.37E-08+ 3.43E-08 + 1.81E-12+ 3.81E-12 1.06E-11+ 1.38E-11 + 4.33E-15+ 4.98E-15
FO03 1.54E+04+ 7.61E+03 = 1.46E+04+ 5.95E+03 1.83E+05+ 7.17E+04 | + 1.08E+05+ 4.98E+04 2.43E+054 8.27E+04 | + 1.97E+05+ 7.32E+04
F04 1.94E+00+ 6.06E+00 | + 9.22E-01+ 2.52E+00 5.81E+02+ 4.49E+02 | + 2.34E+02+ 4.19E+02 7.56E-03+ 1.01E-02 + 6.67E-04+ 1.84E-03
FO5 1.86E+03+ 4.32E+02 | = 1.87E+03+ 3.61E+02 3.45E+03+ 5.34E+02 | = 3.38E+03+ 5.54E+02 2.61E+03+ 5.92E+02 | + 2.22E+03+ 3.90E+02
F06 2.13E+00+ 6.66E+00 | + 1.04E+00+ 1.77E+00 1.13E+00+ 2.07E+00 | = 1.28E+00+ 1.87E+00 2.33E+03+ 3.70E+03 | + 3.40E+02+ 7.46E+02
FO7 3.55E-03+ 6.53E-03 = 4.97E-03+ 7.23E-03 5.90E-03+ 1.04E-02 + 4.43E-03+ 8.38E-03 8.65E+02+ 1.53E+02 | + 6.40E+02+ 1.19E+02
F08 2.11E+01+ 2.23E-01 = 2.10E+01+ 3.21E-01 2.11E+01+ 4.41E-02 = 2.11E+014- 3.59E-02 2.11E+01+ 3.17E-02 = 2.11E+01+ 4.37E-02
FO9* 7.44E+01+ 5.36E+00 | + 7.08E+01+ 5.18E+00 3.99E+02+ 6.54E+01 | + 3.53E+02+ 5.43E+01 3.87E+02+ 1.74E+01 | = 3.86E+02+ 1.83E+01
F10 6.15E+01+ 9.23E+00 | + 5.49E+01+ 8.55E+00 1.05E+02+ 2.12E+01 | — 1.16E+02+ 2.37E+01 3.33E+02+ 6.60E+01 | + 2.82E+02+ 1.13E+02
F11 5.16E+01+ 2.41E+00 | = 5.19E+01+ 2.50E+00 2.84E+01+ 4.95E+00 | — 3.26E+014 4.98E+00 7.21E+01+ 1.82E+00 | + 7.09E+01+ 6.93E+00
F12 1.66E+04+ 2.04E+04 | + 1.43E+04+ 1.60E+04 7.31E+03+ 6.04E+03 | + 5.21E+03+ 7.44E+03 4.16E+044 3.73E+04 | + 3.21E+04+ 3.05E+04
F13 2.70E+00+ 1.61E-01 - 2.74E+00+ 1.40E-01 4.79E+00+ 1.55E+00 | + 3.60E+00+ 7.89E-01 2.28E+01+ 5.26E+00 | = 2.16E+01+ 6.20E+00
F14 2.16E+01+ 4.75E-01 = 2.17E+014- 4.03E-01 2.19E+01+ 6.22E-01 = 2.19E+01+ 4.80E-01 2.24E+014- 2.59E-01 = 2.23E+01+4 2.97E-01
F15 3.02E+02+ 9.76E+01 | = 3.24E+02+ 9.60E+01 3.92E+02+ 3.96E+01 | + 3.52E+02+ 8.63E+01 3.36E+02+ 8.78E+01 | + 3.29E+02+ 9.40E+01
F16 6.35E+01+ 5.58E+01 | = 6.17E+01+ 3.46E+01 7.55E+01+ 1.45E+01 | — 8.54E+014 2.29E+01 2.35E+02+ 9.17E+01 | + 1.55E+02+ 1.21E+02
F17 1.16E+02+ 4.95E+01 | + 1.07E+02+ 3.25E+01 7.27E+01+ 2.25E+01 | — 7.94E+014 1.48E+01 2.88E+02+ 4.86E+01 | + 2.74E+02+ 6.29E+01
F18 9.31E+02+ 3.50E+01 | = 9.33E+02+ 2.85E+01 9.33E+02+ 2.85E+01 | = 9.32E+02+ 2.89E+01 9.16E+024+ 4.59E+01 | = 9.22E+024 2.50E+01
F19 9.39E+02+ 1.04E+01 | + 9.31E+02+ 2.78E+01 9.31E+02+ 2.78E+01 | = 9.32E+02+ 2.93E+01 9.26E+02+ 3.32E+01 | = 9.26E+02+ 2.97E+01
F20 9.37E+02+ 1.12E+01 | + 9.32E+02+ 2.05E+01 9.32E+02+ 2.05E+01 | = 9.31E+02+ 2.87E+01 9.29E+02+ 2.75E+01 | = 9.25E+02+ 3.15E+01
F21 5.18E+02+ 7.20E+01 | = 5.18E+02+ 7.20E+01 5.00E+02+ 0.00E+00 | = 5.00E+024 0.00E+00 5.27E+024- 9.61E+01 | + | 5.24E+024- 9.76E+01
F22 9.44E+02+ 1.24E+01 + 9.39E+02+ 1.16E+01 9.52E+02+ 2.48E+01 + 9.30E+02+ 1.64E+01 9.78E+02+ 1.03E+01 = 9.74E+02+ 1.11E+01
F23 5.53E+02+ 6.90E+01 | + 5.46E+02+4+ 4.94E+01 5.39E+02+ 3.53E-03 = 5.39E+02+ 6.64E-03 6.36E+02+ 1.76E+02 | + 5.82E+02+ 1.16E+02
F24 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.09E+02+ 1.96E+01 | + 2.02E+02+ 6.45E+00
F25 2.14E+02+ 5.58E-01 = 2.14E+02+ 5.92E-01 2.14E+02+ 3.65E-01 = 2.14E+02+ 5.92E-01 9.98E+02+ 3.94E+02 | + 7.56E+02+ 4.72E+02
w/t/l 12/12/1 — 10/11/4 — 17/8/0 —
* indicates that when several algorithms obtain the global optimum, the ind&ateeesults are reported SF FEs = 50, 000.
“+" “~" and “=" indicate our approach is respectively better thanysethan, or similar to its competitor according to the Wilcoxon signed-ranhktes= 0.05.
TABLE V TABLE VI

RESULTS OF THEMULTIPLE-PROBLEMWILCOXON'STEST FOR
ADVANCED DE VARIANTS FORFUNCTIONSFOL1 - F25AT D = 50.

RESULTS OF THEMULTIPLE-PROBLEM WILCOXON’STEST FOR
ADVANCED DE VARIANTS FORFUNCTIONSFOL1 - F25AT D = 30.

Algorithm RT | R p-value | ata = 0.05 | ata = 0.1 Algorithm RT | R p-value | ata = 0.05 | ata = 0.1
rank-jDE vs JDE 202 74 | 5.22E-02 = + rank-jDE vs JDE 203 73 | 4.84E-02 + +
rank-ODE vs ODE 227 49 5.41E-03 + + rank-ODE vs ODE 227 49 5.41E-03 + +
rank-SaDE vs SaDE | 223 53 8.26E-03 + + rank-SaDE vs SaDE | 265 35 4.94E-04 + +
rank-JADE vs JADE 178 98 2.34E-01 = = rank-JADE vs JADE 200 76 6.05E-02 = +
rank-CoDE vs CoDE | 176 100 | 2.59E-01 = = rank-CoDE vs CoDE | 190 86 | 1.19E-01 = =
rank-DEGL vs DEGL | 235 65 | 1.38E-02 + + rank-DEGL vs DEGL | 307 18 | 1.51E-05 + +

are used for DE with two difference vectors, rank-jDE signif
icantly improves jDE in the majority of the test functions in
the three cases. rank-jDE is significantly better than jDE in
20,12, and10 functions for “DE/rand/2/bin”, “DE/current-to-
best/2/bin”, and “DE/rand-to-best/2/bin”, respectivdlyonly
respectively loses in, 4, and3 out of 25 functions.

With respect to the features of the benchmark functions,
from the results shown in Table Il, we can observe that:

For the unimodal functions (FO1 - FO5), regardless of the
mutation operator used in jDE, the ranking-based jDE
variants consistently obtain better results than the non-
ranking-based jDE variants. 26 out of 30 cases, rank-
jDEs significantly outperform non-rank-jDEs, and in the
rest5 cases there are no significant differences between
rank-jDEs and their corresponding non-rank-jDEs. The
reason is that the ranking-based mutation operator in-



TABLE VII o . .
AVERAGE RANKINGS OF ALL DE VARIANTS BY THE FRIEDMAN TEST more exploitative, the ranking-based mutation operators

FORALL FUNCTIONS. may cause the algorithm over-exploitation, and thus they
are not beneficial to the significant improvement of non-

Algoritﬁm: - Ranking Algoritﬁm: - Ranking rank-jDEs for composition functions. To sum up, rank-

JDE | 834 JDE | 6.38 JDEs still provide the better results in overall compared
rank-jDE | 6.60 rank-jDE | 5.44 . .

ODE | 8.06 ODE | 7.46 with non-rank-JDES.

k-ODE | 6.76 k-ODE | 5.64 .
ot 08 St 575 In general, based on the results and analysis we can see
rank SaDE | 579 rank SaDE | 7.2 that our proposed ranking-based mutation operators aee abl
rank-JADE | 4.76 rank-JADE | 4.04 to enhance the exploitation ability. jJDE with the ranking-
e I e based mutation operators improves the performance of the

DEGL | 7384 DEGL [ 9.06 jDE algorithm, especially for the DE mutation operatorshwit
rank-DEGL | 7.32 rank-DEGL | 7.94

good exploration ability. The ranking-based jDEs are cépab
of surpassing the non-ranking-based jDEs in the unimodal an
. . . basic multimodal functions. In the more complex functions,
creases the selection pressure on better solutions in gy, a5 expanded and/or composition multimodal functions,
population, and hence, it can accelerate the original j{Re rank-DES still slightly enhance the performance of the
method when solving the unimodal functions. non-rank-jDEs. In the next section, we will test the influenc

« For the basic multimodal functions (FO6 - F12), @ the ranking-based mutation on other advanced DE variants
algorithm with over-exploitation may lead to trap into

local optima. In our proposed ranking-based mutation _
operators, the solutions are selected proportionallygw thC. Effect on Advanced DE Variants

selection probabilities; in this way, it can avoid over- |n order to better understand the effectiveness of the pro-
exploiting the better solutions in the mutation. Thereforgyosed ranking-based mutation operators, in this sectiennw
our proposed ranking-based DE can improve the exploitgorporate the ranking-based mutation operators into satme a
tion ability without deteriorating the exploration abjliof  vanced DE variants. They are jDE [32], ODE [33], SaDE [18],
the original DE method seriously. The results in Table UJADE [25], CoDE [22], and DEGL [15], all of them obtained
support this intuition. In the most of the case&$ Out very promising results. jDE, SaDE, and JADE are adaptive
of 42), the rank-jDEs still surpass non-rank-jDEs. Whil@E variants, where the parameter adaptation are implemente
in the rest17 cases, rank-jDEs provide similar resultjNote that in this work, for JADE the archive is employed
compared with their corresponding non-rank-jDEs.  for both JADE and rank-JADE. In ODE, the opposition-based
« For the two expanded multimodal functions, there angarning is used for population initialization and jumpirg
no significant differences between rank-jDEs and thejoth SaDE and CoDE, ensemble of the multiple mutation
corresponding non-rank-jDEs in F14 for all mutatiostrategies are presented. DEGL uses the local version and
operators. However, in F13 ranking-based jDEs win iglobal version of “DE/current-to-best/1/bin”, and a paser
“DE/rand/1/bin” and “DE/rand/2/bin”, tie in “DE/current- , is used to balance the influence of the two operators. In the
to-best/2/bin” and “DE/rand-to-best/2/bin”, but lose imbove DE variants, when more than one strategies are adopted
“DE/current-to-best/1/bin” and “DE/rand-to-best/1/binthe ranking-based vector selection technique is impleetent
compared with their corresponding non-ranking-basegr all of the strategies. For example, in DEGL, the ranking-
JDEs. These further confirm that for the mutation operasased vector selection technique is used for both the local
tors with good exploration ability our method is able te/ersion and global version of “DE/current-to-best/1/hifi
balance the exploitation and exploration ability of DEmake a fair comparison between the advanced DEs and their
and hence, it can improve its performance. Howeveforresponding ranking-based DEs, all parameters are kept t
for the mutation operators with good exploitation abilsame as used in their original literature. The parameténgst
ity (such as “DE/current-to-best/1/bin” and “DE/rand-toare tabulated in Table I. The error values of all DE variants
best/1/bin”), the ranking-based mutation operators maye respectively reported in Tables Ill and IV for functions
slightly lead to over-exploitation when solving expandego1 - F25 atD = 30 and D = 50. All results are averaged
multimodal functions. over50 independent runs. The better results compared between
« For the hybrid composition functions (F15 - F25), thesgnking-based DE and non-ranking-based DE are highlighted
functions are very difficult to solve for almost all existingin boldface The Wilcoxon’s test is also used to compare
optimizers. In all66 cases, rank-jDEs win i@2 cases, tie the results between two algorithms. In addition, the mletip
in 33, but lose inl 1 case$ compared with non-rank-jDES. problem statistical analysis based on the Wilcoxon’s tast,
Similar to the results for expanded functions, rank-jDE§imilar done in [35], [36], between ranking-based DE and-non
perform better when the mutation operators have goegnking-based DE is reported for all functions in Tables V
exploration ability. However, if the mutation operators arand VI, respectively. Moreover, according to the Friednes,t
the final rankings of all DE variants for all functions are wimo

*By carefully looking at the results, we can see that in threecions jn Taple VII. Note that the Friedman test, which is used to
(F18, F19, and F20), rank-jDEs lose & cases compared with non-rank- btain th i f diff | ith f I b
iDEs. Indeed, these three functions have the same functiowith different OPt@in the rankings of ditferent algorithms tor all pro Bm

parameter settings [31]. is calculated by the KEEL software [37]. In Table VII, the




TABLE ViII
COMPARISON ON THEERRORVALUES FOR DE VARIANTS WITH DIFFERENTPROBABILITY CALCULATION MODELS FORFUNCTIONSFO1 - F25AT
D = 30.
Prob JDE rank-jDE-q rank-jDE-s rank-jDE

FOT* 7.37E+00+ 3.02E+00
F02 1.08E-05+ 1.54E-05
FO3 1.89E+05+ 1.04E+05
FO4 2.98E-01+ 5.78E-01
FO5 1.10E+03+ 4.44E+02
F06 2.46E+01+ 2.57E+01
FO7 1.31E-02+ 9.30E-03
F08 2.09E+01+ 4.94E-02
FO9* 7.64E+01+ 8.36E+00
F10 5.86E+01+ 1.05E+01
F11 2.80E+01+ 1.74E+00
F12 1.16E+04+ 8.08E+03
F13 1.70E+00+ 1.43E-01
F14 1.30E+01+ 2.00E-01
F15 3.40E+02+ 1.09E+02
F16 7.56E+01+ 8.99E+00
F17 1.33E+02+ 1.43E+01

6.46E-03+ 3.97E-03
1.32E-14+ 1.91E-14
9.97E+04+ 8.66E+04
8.26E-04+ 4.13E-03
1.12E+03+ 5.22E+02
1.36E+00+ 1.91E+00
1.25E-02+ 1.18E-02
2.09E+01+ 4.71E-02
5.57E+01+ 6.59E+00
3.44E+01+ 9.63E+00
2.61E+01+ 5.28E+00
1.76E+03+ 2.04E+03
1.55E+00+ 2.12E-01
1.30E+01+ 2.12E-01
3.78E+02+ 6.48E+01
5.91E+01+ 1.85E+01
7.83E+01+ 3.55E+01

4.36E-02+ 2.35E-02
7.55E-12+ 2.00E-11
1.18E+05+ 6.56E+04
6.56E-04+ 1.30E-03
9.58E+02+ 4.29E+02
9.20E-01+ 1.63E+00
1.00E-02+ 9.20E-03
2.09E+01+ 4.57E-02
6.11E+01+ 9.91E+00
4.22E+01+ 1.06E+01
2.79E+01+ 1.95E+00
1.64E+03+ 2.46E+03
1.55E+00+ 1.76E-01
1.29E+01+ 2.62E-01
3.64E+02+ 5.63E+01
6.34E+01+ 1.63E+01
8.94E+01+ 3.19E+01

8.93E-02+ 4.02E-02
1.44E-11+ 2.64E-11
8.12E+04+ 3.87E+04
7.98E-04+ 1.65E-03
1.11E+03+ 5.67E+02
5.74E-01+ 1.37E+00
9.75E-03+ 8.92E-03
2.09E+01+ 4.98E-02
6.42E+01+ 9.08E+00
4.71E+01+ 9.42E+00
2.79E+01+ 2.29E+00
1.65E+03+ 1.80E+03
1.60E+00+ 1.26E-01
1.30E+01+ 2.05E-01
3.66E+02+ 5.58E+01
6.12E+01+ 9.00E+00
1.06E+02+ 3.81E+01

+ 0+ 1+ o+ 1+ + + +

L L I L O A L I O |

L L L | I L O O 1 O A |

F18 9.07E+02+ 1.45E+00 9.09E+02-+ 2.81E+00 9.08E+02+ 2.17E+00 9.08E+02+ 2.28E+00
F19 9.06E+02+ 1.72E+00 9.09E+02-+ 2.03E+00 9.08E+02+ 1.92E+00 9.08E+02+ 1.90E+00
F20 9.06E+02+ 1.68E+00 9.09E+02-+ 2.61E+00 9.08E+02-+ 2.22E+00 9.08E+02+ 1.87E+00
F21 5.00E+02-+ 0.00E+00 5.00E+02-+ 0.00E+00 5.00E+02-+ 0.00E+00 5.00E+02+ 0.00E+00
F22 9.04E+02+ 1.03E+01 8.99E+02+ 1.27E+01 8.99E+02+ 9.50E+00 8.97E+02+ 1.16E+01
F23 5.34E+02+ 2.19E-04 5.34E+02+ 1.20E-03 5.34E+02+ 2.77E-04 5.34E+02+ 1.20E-03
F24 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00
F25 2.10E+02+ 3.33E-01 2.09E+02+ 3.01E-01 2.09E+02+ 2.63E-01 2.09E+024 2.76E-01
w/t]l 14/9/2 2/15/8 1/18/6 -

* indicates that when several algorithms obtain the global optimum, the irdexteeesults are reportedlst"FEs = 20, 000.
“+" “~" and “=" indicate our approach is respectively better thanrseothan, or similar to its competitor according to the Wilcoxon signed-
rank test ate = 0.05.

overall best and the second best results within all DE vé&siarcorresponding non-rank-DEs. Overall, rank-JADE gets tise fi
are highlighted ir grey boldface andboldface respectively. ranking, followed by rank-CoDE for all functions & = 30.

TABLE XI
RESULTS OF THEMULTIPLE-PROBLEMWILCOXON'STEST FOR DE
VARIANTS COMPARED WITH OUR PROPOSED RANKJDE METHOD FOR
FUNCTIONSFO1 - F25AT D = 30.

TABLE IX
RESULTS OF THEMULTIPLE-PROBLEM WILCOXON'STEST FOR
RANK-JDE VARIANTS WITH DIFFERENTPROBABILITY CALCULATION
MODELS FORFUNCTIONSFO1 - F25AT D = 30.

Algorithm RT | R p-value | ata =0.05 | ata = 0.1
rank-jDE vs DE 202 74 5.22E-02
rank-jDE vs rank-jDE1 | 193 83 9.80E-02
rank-jDE vs rank-jDE2 [ 191 85 1.11E-01

Algorithm RT | R™ p-value | ata = 0.05 | ata = 0.1
rank-jDE vs JDE 202 74 5.22E-02 =
rank-jDE vs rank-JDE-q | 164 112 | 4.45E-01
rank-jDE vs rank-jDE-s | 109 167 | 3.93E-01

+

wnfn
I+

For all functions atD = 30, Table 11l shows that in the From Tables IV and VI, similar to the results for all
majority of the test functions the ranking-based DE methodignctions atD = 30, it is clear that ranking-based DE
provide significantly better results compared with theirree approaches also consistently outperform their non-rapakin
sponding non-ranking-based DE methods. For example, raf@sed DE methods in the majority of the test functions
JADE wins in 11 functions, ties in14 functions compared at D = 50. rank-jDE, rank-ODE, rank-SaDE, rank-JADE,
with JADE. There is no function that JADE can significantljank-CoDE, and rank-DEGL significantly improve jDE, ODE,
outperform rank-JADE. Additionally, according to the résu SaDE, JADE, CoDE, and DEGL in5,15,17,12,9, and 16
of multiple-problem statistical analysis shown in Table & wout of 25 functions, respectively. Also, with respect to the
can see that ranking-based DEs consistently get higher multiple-problem analysis DE based on ranking-based muta-
values thanR— values in all cases Compared with the norf.ion Operators obtains Significantly better resultstinases at
ranking-based DEs. This means that the ranking-based DEvis= 0.05 and in5 cases atv = 0.1. Moreover, considering
better than its original DE for all functions. For the Wilamxs the final rankings of all algorithms in Table VII, we can see
test ato = 0.05 in three cases (rank-ODE vs ODE, rank-SaDElat rank-JADE obtains the overall best ranking, fO”OW@d b
vs SaDE, and rank-DEGL vs DEGL) there are significas?DE and rank-CoDE for all functions @b = 50. Again,
differences for all problems between ranking-based DE afAl rank-DEs get the better final rankings compared withrthei
non-ranking-based DE. At = 0.1 there are four cases (rank_corresponding non-rank-DEs according to the Friedman test
jDE vs jDE, rank-ODE vs ODE, rank-SaDE vs SaDE, and Overall, from results shown in Tables Ill - VI, we can
rank-DEGL vs DEGL), where the significant differences argonclude that our proposed ranking-based mutation opsrato
observed. This indicates that ranking-based DE is sigmifiga are also capable of improving the performance of the regentl
better than its corresponding non-ranking-based DE basedRsesented advanced DE variants.
the multiple-problem statistical analysis in these fousesaat
o = 0.1. With respect to the rankings of different algorithm®- Influence of Different Probability Calculation Models
by the Friedman test, Table VII clearly shows that all rank- In the previous experiments, we verified the effectivendss o
DEs consistently obtain better rankings compared withrtheiur proposed ranking-based mutation operators in varidtis D
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TABLE X
COMPARISON ON THEERRORVALUES FOR DE VARIANTS WITH DIFFERENTVECTORSELECTIONMETHODS FORFUNCTIONSFO1 - F25AT D = 30.

Prob DE rank-jDE1 rank-jDE2 rank-jDE
FOT* 7.37E+00+ 3.02E+00 | + 1.42E-01+ 6.36E-02 | + 5.61E-02+ 2.60E-02 | — 8.93E-02+ 4.02E-02
F02 1.08E-05+ 1.54E-05 | + 1.22E-104 1.86E-10 | + 4.78E-10+ 1.05E-09 | + 1.44E-11+ 2.64E-11
FO3 1.89E+05+ 1.04E+05 | + 9.10E+04+ 4.55E+04 | = 1.10E+05+ 5.43E+04 | + 8.12E+04+ 3.87E+04
Fo4 2.98E-014 5.78E-01 | + 4.09E-03+ 9.52E-03 | + 1.79E-01+ 5.23E-01 | + 7.98E-04+ 1.65E-03
FO05 1.10E+03+ 4.44E+02 | = 1.11E+03+ 4.42E+02 = 1.60E+03+ 4.72E+02 | + 1.11E+03+ 5.67E+02
FO6 2.46E+01+ 2.57E+01 | + 2.31E+00+ 2.43E+00 | + 8.45E+00+ 1.72E+01 | + 5.74E-01+ 1.37E+00
FO7 1.31E-02+ 9.30E-03 | + 1.15E-02+ 8.52E-03 | = 1.85E-02+ 1.21E-02 | + 9.75E-03+ 8.92E-03
FO08 2.09E+014- 4.94E-02 | = 2.09E+01+ 4.45E-02 | = 2.09E+01+ 6.07E-02 | = 2.09E+014- 4.98E-02
F09* 7.64E+014 8.36E+00 | + 6.57E+01+ 9.89E+00 | + 6.03E+01+ 1.02E+01 | — 6.42E+01+ 9.08E+00
F10 5.86E+01+ 1.05E+01 + 4.43E+01+ 1.02E+01 = 3.99E+01+ 1.22E+01 | — 4.71E+01+ 9.42E+00
F11 2.80E+014 1.74E+00 | = 2.80E+01+ 1.63E+00 | = 2.81E+014+ 2.81E+00 | = 2.79E+01+ 2.29E+00
F12 1.16E+04+ 8.08E+03 | + 2.43E+03+ 4.16E+03 | = 1.91E+03+ 2.54E+03 | = 1.65E+03+ 1.80E+03
F13 1.70E+00+ 1.43E-01 | + 1.58E+00+ 1.43E-01 | = 157E+00+ 1.75E-01 | = 1.60E+00+ 1.26E-01
F14 1.30E+01+ 2.00E-01 | = 1.31E+01+ 1.83E-01 | = 1.30E+014 2.34E-01 | = 1.30E+01+ 2.05E-01
F15 3.40E+02+ 1.09E+02 | = 3.60E+02+ 7.59E+01 | = 3.84E+02+ 6.18E+01 | + 3.66E+02+ 5.58E+01
F16 7.56E+01+ 8.99E+00 | + 6.25E+01+ 1.12E+01 | = 6.03E+01+ 1.78E+01 | = 6.12E+01+ 9.00E+00
F17 1.33E+02+ 1.43E+01 | + 1.11E+02+ 2.21E+01 | = 9.00E+01+ 3.29E+01 | — 1.06E+02+ 3.81E+01
F18 9.07E+02+ 1.45E+00 | = 9.06E+02+ 1.55E+01 | = 9.10E+02+ 2.79E+00 | + 9.08E+02+ 2.28E+00
F19 9.06E+02+ 1.72E+00 | — 9.08E+02+ 2.17E+00 | = 9.10E+024- 2.49E+00 | + 9.08E+02+ 1.90E+00
F20 9.06E+02+ 1.68E+00 | — 9.09E+02+ 2.08E+00 | = 9.10E+024- 2.45E+00 | + 9.08E+02+ 1.87E+00
F21 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00
F22 9.04E+024 1.03E+01 | + 9.00E+02+ 1.25E+01 | + 9.03E+024- 1.10E+01 | + 8.97E+02+ 1.16E+01
F23 5.34E+024- 2.19E-04 | = 5.34E+024+ 3.56E-04 | = 5.34E+02+ 3.35E-04 | = 5.34E+024- 1.20E-03
F24 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00
F25 2.10E+02+ 3.33E-01 | + 2.09E+02+ 3.01E-01 | = 2.10E+02+ 3.64E-01 | + 2.09E+02+ 2.76E-01
w/t/l 14/9/2 6/19/0 12/9/4 —
* indicates that when several algorithms obtain the global optimum, the indeateeesults are reported SfF FEs = 20, 000.
“+" =" and “=" indicate our approach is respectively better thanrseothan, or similar to its competitor according to the Wilcoxon signed-

rank test ate = 0.05.

variants. The linear model is used as an illustration todate E. Comparison on Vector Selection
the selection probabilities according to the rankings.uady,

, X In Section IlI-A, we mentioned that in our proposed
other models for calculating the selection probabilitias also prop

b di d Kina-based X ranking-based mutation operators only the base vectortend t
e used In our proposed ranking-based mutation Operatq(g,ina| noint are chosen based on their rankings. In order

Similar to the models presented in [29], in this section, Wy o\ ayate the influence of other different vector selectio
models,i.e, quadrapc model and_ sinusoidal mo_dal, are adontiathods on the performance of DE, in this section, rank-OE i
ed to evaluate the influence of dlfferent propablllty cadtialn compared with jDE, rank-jDE1, and rank-[DE2. In rank-DEL,
models to rank-jDE. The quadratic model is as follows: only the base vector is selected based on the ranking, while
9 other vectors in the mutation are selected randomly as used i
pi = (Ri > (11) the original JDE method. In rank-jDE2, all vectors (incladi
Np the starting point) are selected based on their rankindghal

parameter settings are kept the same as described in Table I.
The results for all functions d = 30 are reported in Table X,

R, and the results of the multiple-problem analysis are tabdla
pi=0.5- (1-0 - cos ( >) (12) in Table XI. The overall best and the second best results gmon
the four jDE variants are highlighted igrey boldface and
rank-jDE with the quadratic model is namely rank-jDE-q, antoldface, respectively.
that with the sinusoidal modal is referred to as rank-jDE-s. According to the error values in Table X, thevalue
For all compared algorithms, the parameter settings aréd usemputed by Iman-Daveport test, which is used to check
as described in Table I. The errors values are reportedtie differences between all algorithms for all functions, i
Table VIII for all functions atD = 30. The overall best 2.61E — 02 for all functions atD = 30. It means that there
and the second best results among the four jDE variamte significant differences between the compared algosithm
are respectively highlighted i grey boldface andboldface for all functions ata = 0.05. rank-jDE wins in14, 6, and 12
In addition, the results of the multiple-problem analysie aout of 25 functions compared with jDE, rank-jDE1, and rank-
shown in Table IX. According the results we can see thHdE2, respectively. Compared with rank-jDE1,1f functions
rank-jDE-s obtains the overall best results among the fotirere are no significant differences between rank-jDE and
jDE methods, and all of these three rank-jDE methods getnk-jDE1. There is no function that rank-jDE1 wins rank-
better results than jDE for all functions. The results als®E. In rank-jDE2, since all vectors are chosen based on
indicate that the linear model in the ranking-based mutatithe rankings, it is the most exploitative method among the
operators is a reasonable choice, but not the optimal onefdur jDE variants. In some relatively simple functions.d.
is worth pointing out that this experiment is not to seek the01, FO9, F10), rank-jDE2 obtains significantly better tessu
optimal probability calculation model, but only to evaleatthan rank-jDE, however, it loses 2 functions. In the rest
the influence of different models. In the future work, wé functions both rank-jDE2 and rank-jDE get similar error
will comprehensively test different probability modelstime values.
ranking-based mutation operators. Based on the results of the multiple-problem analysis shown

The sinusoidal model is formulated as:




TABLE XII
COMPARISON ON THEERRORVALUES OF DE AND RANK-JDE WITH DIFFERENTPOPULATION SIZE FORFUNCTIONSFO1 - F25AT D = 30.
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Prob Np = 50 Np = 150 Np = 200
JDE rank-]JDE JDE rank-]JDE JDE rank-]JDE
FO1* 4.10E-04+ 3.09E-04 + 2.08E-07+ 1.99E-07 1.93E+02+ 4.15E+01 + 1.24E+01+ 3.76E+00 9.10E+02+ 1.57E+02 + 1.22E+02+ 2.92E+01
F02 5.49E-104 8.42E-10 | + 6.80E-17+ 2.20E-16 4.49E-03+ 5.84E-03 | + 5.16E-08+ 1.29E-07 1.77E-01+ 1.69E-01 | + 4.99E-06+ 5.90E-06
FO3 1.34E+05+ 7.17E+04 | + 8.20E+04+ 6.12E+04 2.20E+05+ 1.03E+05 | + 1.44E+054 9.75E+04 2.87E+054 1.33E+05 | + 1.48E+05+ 7.76E+04
FO4 8.38E-014 3.29E+00 | + 5.97E-01+ 3.13E+00 3.07E+00+ 7.46E+00 | + 3.52E-03+ 5.92E-03 1.81E+01+ 2.46E+01 | + 3.16E-02+ 5.33E-02
FO5 1.45E+03+ 4.83E+02 | = 1.61E+03+ 3.81E+02 8.46E+02+ 3.93E+02 | = 7.89E+02+ 3.55E+02 9.66E+02+ 4.60E+02 | + | 6.29E+024 3.57E+02
FO6 1.51E+00+ 1.95E+00 | + 7.43E-01+ 1.51E+00 2.40E+01+ 1.98E+01 | + 8.93E+00+ 1.45E+01 2.79E+01+ 2.05E+01 | + | 2.41E+01+ 2.45E+01
FO7 1.60E-024+ 1.13E-02 | = 1.65E-02+ 1.16E-02 9.16E-03+ 5.49E-03 | = 9.46E-03+ 7.05E-03 9.36E-03+ 5.99E-03 | + 7.69E-03+ 6.34E-03
F08 2.09E+01+ 4.56E-02 | = 2.09E+01+ 4.63E-02 2.09E+01+ 6.45E-02 | = 2.09E+01+4 5.43E-02 2.09E+01+ 5.66E-02 | = 2.09E+014 5.14E-02
FO9* 2.84E+014 5.30E+00 | + 1.86E+01+ 4.18E+00 1.18E+024+ 1.07E+01 | + 1.03E+024- 9.08E+00 1.44E+024 9.90E+00 | + 1.25E+02+ 1.32E+01
F10 4.06E+01+ 9.35E+00 + 3.76E+01+ 8.30E+00 7.21E+014- 1.09E+01 + 6.07E+01+ 1.01E+01 8.34E+01+ 1.07E+01 + 7.16E+01+ 1.17E+01
F11 2.67E+01+ 1.76E+00 | + 2.47E+01+ 3.70E+00 2.95E+01+ 1.26E+00 | = 2.93E+01+ 1.62E+00 2.97E+01+ 1.28E+00 | = 3.00E+01+ 1.21E+00
F12 2.87E+03+ 4.01E+03 | + 1.70E+03+ 2.15E+03 2.21E+04+ 8.45E+03 | + 2.23E+03+ 3.66E+03 3.07E+04+ 8.80E+03 | + | 5.27E+034 8.11E+03
F13 1.25E+00+ 1.48E-01 | = 1.23E+004+ 2.23E-01 1.98E+00+ 1.97E-01 | + 1.94E+004+ 1.36E-01 2.33E+00+ 1.87E-01 | + 2.26E+00+ 2.10E-01
F14 1.28E+01+ 2.56E-01 = 1.28E+01+ 2.11E-01 1.31E+01+ 2.51E-01 + 1.30E+01+4 2.17E-01 1.32E+01+ 1.54E-01 = 1.31E+01+ 2.02E-01
F15 347E+02+ 9.41E+01 | = 3.51E+02+ 8.44E+01 3.50E+02+ 1.04E+02 | = 3.74E+02+ 4.87E+01 3.09E+02+ 1.44E+02 | — 3.70E+02+ 5.05E+01
F16 6.51E+01+ 2.27E+01 | = 7.04E+014 2.87E+01 8.93E+01+ 9.05E+00 | + 7.33E+01+ 1.17E+01 1.06E+02+ 1.17E+01 | + | 8.90E+01+ 1.13E+01
F17 1.05E+02+ 3.36E+01 | + 7.99E+01+ 5.54E+01 1.53E+02+ 1.78E+01 | + 1.35E+02+ 1.53E+01 1.68E+02+ 1.65E+01 | + 1.50E+02+ 1.49E+01
F18 9.09E+02+ 2.47E+00 | — | 9.09E+02+ 1.62E+01 9.07E+02+ 1.53E+00 | = 9.06E+02+ 1.77E+00 9.07E+02+ 1.68E+00 | + | 9.06E+02+ 1.80E+00
F19 9.08E+02+ 2.42E+00 | — | 9.11E+02+ 2.96E+00 9.06E+02+ 1.30E+00 | = 9.07E+02+ 1.66E+00 9.07E+02+ 1.36E+00 | + | 9.06E+02+ 1.74E+00
F20 9.08E+02+ 2.45E+00 | — | 9.12E+02+ 3.62E+00 9.06E+02+ 1.30E+00 | = 9.07E+024 1.74E+00 9.06E+024- 1.44E+00 | = 9.06E+02+ 1.38E+00
F21 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 5.00E+02+ 0.00E+00 | = 5.00E+024 0.00E+00 5.00E+02+ 0.00E+00 | = 5.00E+024 0.00E+00
F22 9.02E+02+ 1.12E+01 | = 9.05E+02+ 1.52E+01 9.06E+02+ 9.63E+00 | + 8.99E+02+ 1.07E+01 9.10E+02+ 7.36E+00 | + | 9.00E+02+ 9.28E+00
F23 5.42E+02+ 5.70E+01 | + 5.34E+02+ 5.45E-03 5.34E+02+ 1.12E-04 | + 5.34E+02+ 2.20E-04 5.34E+02+ 2.58E-06 | + 5.34E+02+ 2.23E-04
F24 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 2.00E+02+ 0.00E+00 | = 2.00E+024- 0.00E+00
F25 2.10E+02+ 5.12E-01 | = 2.10E+02+ 6.24E-01 2.10E+02+ 2.90E-01 | + 2.09E+02+ 2.59E-01 2.10E+02+ 3.71E-01 | + 2.09E+02+ 2.46E-01
w/t/l 11/11/3 — 15/10/0 — 18/6/1 —
* indicates that when several algorithms obtain the global optimum, the indeateeesults are reported SfF FEs = 20, 000.
“+" “~" and “=" indicate our approach is respectively better thanysethan, or similar to its competitor according to the Wilcoxon signed-ranhktes= 0.05.

TABLE XIII
COMPARISON ON THEERRORVALUES OF JADE AND RANK-JADEWITH DIFFERENTPOPULATION SIZE FORFUNCTIONSFO1 - F25AT D = 30.

Prob Np = Np = 150 Np =200
JADE rank-JADE JADE rank-JADE JADE rank-JADE
FO1* 1.72E-104 2.40E-10 + 3.15E-11+ 6.78E-11 3.46E-01+ 9.08E-02 + 1.66E-01+ 4.58E-02 7.86E+00+ 2.16E+00 + 3.84E+00+ 8.79E-01
F02 5.13E-28+ 2.10E-28 | + 4.67E-28+ 3.72E-28 3.04E-28+ 1.18E-28 | + 2.15E-28+ 7.69E-29 2.67E-28+ 7.80E-29 | + 1.77E-28+ 7.33E-29
FO3 4.52E+03+ 3.34E+03 | = 5.21E+03+ 4.53E+03 4.39E+03+ 5.50E+03 | = | 4.05E+034 3.94E+03 3.33E+02+ 8.67E+02 | — 6.06E+024- 1.06E+03
Fo4 1.15E+00+ 7.91E+00 | = 1.11E+00+ 7.70E+00 3.01E-214+ 9.25E-21 | + 1.17E-224+ 6.91E-22 4.62E-27+ 1.00E-26 | + 6.29E-28+ 4.42E-28
F05 2.48E+02+ 4.35E+02 | = 2.07E+02+ 1.99E+02 4.23E-03+ 1.34E-02 | + 1.56E-04+ 3.08E-04 4.73E-03+ 9.23E-03 | + 3.88E-04+ 9.64E-04
FO6 1.30E+01+ 3.13E+01 | = 1.30E+014 3.13E+01 8.93E+00+ 2.68E+01 | + 3.46E+00+ 1.71E+01 4.11E+00+ 9.32E+00 | + 6.07E-01+ 3.76E+00
FO7 1.23E-02+ 1.10E-02 | = 1.07E-024 1.02E-02 9.36E-03+ 8.40E-03 | + 3.84E-03+ 5.34E-03 6.80E-03+ 5.23E-03 | + 1.53E-03+ 3.79E-03
Fo8 2.09E+01+ 2.23E-01 | = 2.09E+01+ 1.23E-01 2.09E+01+ 4.26E-02 | = 2.09E+014 4.72E-02 2.09E+014 5.20E-02 | = 2.09E+01+ 4.18E-02
FO9* 2.24E+01+ 2.58E+00 | + 2.06E+01+ 2.43E+00 1.31E+02+ 7.79E+00 | + 1.26E+02+ 1.02E+01 1.58E+02+ 1.15E+01 | + 1.53E+02+ 1.06E+01
F10 3.65E+01+ 1.00E+01 | + 3.35E+01+ 7.59E+00 3.34E+01+ 5.32E+00 | + 2.95E+01+ 4.86E+00 3.89E+014 7.03E+00 | = | 3.84E+014 4.98E+00
F11 2.68E+01+ 1.83E+00 | = 2.65E+01+ 1.67E+00 2.57E+01+ 1.32E+00 | = 2.56E+01+ 1.50E+00 2.66E+01+ 1.60E+00 | + | 2.58E+014 1.44E+00
F12 3.49E+03+ 2.89E+03 | + 2.68E+03+ 3.03E+03 1.05E+04+ 4.98E+03 | + 7.67E+03+ 6.25E+03 1.31E+044 6.07E+03 | + | 8.23E+03+ 5.77E+03
F13 1.19E+00+ 1.47E-01 = 1.24E+00+ 1.22E-01 1.86E+00+ 1.33E-01 = 1.85E+00+ 1.21E-01 2.19E+00+ 1.48E-01 = 2.20E+00+ 1.33E-01
F14 1.24E+01+ 2.95E-01 | = 1.23E+01+ 3.86E-01 1.23E+01+ 3.00E-01 | = 1.23E+01+ 3.01E-01 1.24E+01+ 2.00E-01 | = 1.23E+01+ 2.77E-01
F15 3.56E+02+ 9.72E+01 | = 3.38E+02+ 1.09E+02 3.69E+02+ 7.89E+01 | = 3.58E+02+ 8.59E+01 3.60E+02+ 8.30E+01 | = | 3.52E+02+ 5.80E+01
F16 1.50E+02+ 1.57E+02 | = 1.49E+02+ 1.57E+02 6.30E+01+ 5.03E+01 | + 6.20E+01+ 5.39E+01 6.62E+014+ 2.20E+01 | + | 5.95E+01+4 1.35E+01
F17 1.63E+02+ 1.53E+02 = 1.87E+02+ 1.72E+02 1.05E+02+ 5.39E+01 + 9.46E+01+ 5.00E+01 1.11E+02+ 4.70E+01 = 1.09E+02+ 5.11E+01
F18 8.98E+02+ 4.01E+01 | = 9.03E+02+ 3.09E+01 8.92E+02+ 4.07E+01 | = 9.06E+02+ 1.54E+01 9.00E+02+ 2.98E+01 | = 9.06E+024 1.54E+01
F19 9.03E+02+ 3.50E+01 | + 8.95E+02+ 4.19E+01 9.02E+02+ 2.62E+01 | + 9.01E+02+ 2.60E+01 9.05E+024+ 2.17E+01 | = 9.08E+024 1.92E+00
F20 9.02E+02+ 3.46E+01 | = 8.93E+02+ 4.41E+01 9.02E+02+ 2.62E+01 | = 9.04E+024 2.15E+01 9.07E+024 1.55E+01 | + | 9.01E+024 2.59E+01
F21 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 5.00E+02+ 0.00E+00 | = 5.00E+02+ 0.00E+00 5.00E+02+ 0.00E+00 | = 5.00E+024- 0.00E+00
F22 9.08E+02+ 1.95E+01 | + 9.02E+02+ 1.59E+01 8.95E+02+ 8.78E+00 | = 8.93E+02+ 1.24E+01 8.96E+024 8.52E+00 | = | 8.94E+024 8.34E+00
F23 5.86E+02+ 1.45E+02 | + 5.50E+02+ 7.97E+01 2.00E+02+ 0.00E+00 | = 2.00E+024- 0.00E+00 5.34E+02+ 8.45E-05 | + 5.34E+02+ 6.23E-05
F24 2.00E+02+ 0.00E+00 | = 2.00E+02+ 0.00E+00 5.34E+02+ 6.73E-05 | + 5.34E+02+ 1.69E-04 2.00E+02+ 0.00E+00 | = 2.00E+024 0.00E+00
F25 2.34E+024- 1.38E+02 | + 2.10E+02+ 4.63E-01 2.09E+024- 9.55E-02 | = 2.09E+02+ 7.33E-02 2.09E+02+ 6.90E-02 | = 2.09E+02+ 6.83E-02
w/t/l 9/16/0 — 13/12/0 — 12/12/1 —

* indicates that when several algorithms obtain the global optimum, the irdextaeesults are reportedlst*FEs = 20, 000.

“+" “~" and “=" indicate our approach is respectively better thanysethan, or similar to its competitor according to the Wilcoxon signed-ranhktes= 0.05.

in Table Xl, it is clear that rank-jDE consistently providenew parameter to DE, however, it is worth mentioning that the
better results than JDE, rank-jDE1, and rank-jDE2. For a#lelection probability is related to the population sizethié
cases, rank-jDE obtains bett&t values thank~ values for population sizeNp is small, all of the selection probabilities
all functions. In addition, atv = 0.1, rank-jDE significantly are increased, vice versa. In the previous experiments, for
improves the performance of jDE and rank-jDE1, respectivall DE variants the population size is set to as used in their
ly. Therefore, the above results confirm that our proposedrresponding literature as described in Table I. In thitige,
ranking-based mutation operator is a reasonable method. we set differentNp values to evaluate the influence to our
approach. To save the space, we only select jDE and JADE
for illustration. For both algorithmsNp is set to 50, 150,
L@%d 200. All other parameters are set the same as shown in

the simplest linear model to calculate the selection prt|>bab_Table |. The results of DE and JADE are respectively refibrte

ities of different individual as shown in Equation (10). ond Tables Xl and XIll for all functions atD = 30.
of the advantages of this technique is that it does not add anyrrom Tables Xl and Xlll, we can see that for both jDE

F. Influence of the Population Size
In our proposed ranking-based mutation operators, we
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TABLE XIV
COMPARISON ON THEERRORVALUES BETWEENADVANCED DE AND ITS CORRESPONDINGRANKING-BASEDDE VARIANT FOR FUNCTIONS fo1 - fi3
AT D = 100.
Prob JDE rank-jDE ODE rank-ODE SaDE rank-SaDE
fo1 8.98E-08+ 2.17E-08 + 9.28E-14+ 3.37E-14 3.66E-06+ 2.72E-06 + 4.14E-09+ 4.19E-09 7.65E-124 2.58E-12 + 5.45E-18+ 3.00E-18
fo2 3.85E-05+ 5.90E-06 + 1.64E-08+ 4.09E-09 1.09E-01+ 3.67E-02 + 2.10E-02+ 8.74E-03 7.09E-07+ 1.28E-07 + 8.93E-10+ 1.81E-10
fos 7.96E+04+ 2.27E+04 | + 6.44E+03+ 6.33E+03 1.74E+04+ 5.14E+03 | + 1.52E+04+ 6.35E+03 1.02E+01+ 3.86E+00 | + 1.67E+00+ 8.56E-01
foa 1.25E+01+ 6.53E-01 + 3.56E+00+ 4.49E-01 4.77E-10+ 6.09E-10 + 7.01E-11+ 6.83E-11 7.81E-01+ 2.56E-01 - 1.03E+00+ 3.21E-01
fos 1.00E+02+ 1.64E+01 = 1.05E+02+ 2.46E+01 9.50E+01+ 6.51E-01 + 9.03E+01+ 7.11E-01 9.02E+01+ 2.56E+00 | + 8.57E+01+ 1.51E+01
foe 0.00E+00+ 0.00E+00 | = 0.00E+00+ 0.00E+00 0.00E+00+ 0.00E+00 | = 0.00E+00+ 0.00E+00 0.00E+00+ 0.00E+00 | = 0.00E+00+ 0.00E+00
for 4.56E-02+ 5.90E-03 + 2.41E-02+ 3.72E-03 4.92E-03+ 1.33E-03 + 4.55E-03+ 1.17E-03 1.12E-02+ 1.63E-03 + 8.69E-03+ 1.61E-03
fos 2.63E+03+ 3.65E+02 | + 2.45E+024+ 1.27E+02 3.26E+04+ 4.23E+02 | + 3.25E+04+ 5.10E+02 1.28E+04+ 3.97E+02 | + 1.14E+044 4.47E+02
foo 1.22E+02+ 1.06E+01 | + 9.72E+01+4 8.59E+00 5.19E+02+ 1.58E+02 | = 5.14E+02+ 1.90E+02 2.76E+02+ 8.65E+00 | + 2.49E+02+ 1.00E+01
fio 3.95E-05+ 5.90E-06 + 3.83E-08+ 6.83E-09 8.98E-04+ 4.96E-04 + 3.38E-05+ 1.75E-05 3.20E-074 7.00E-08 + 3.09E-10+ 7.13E-11
f11 5.73E-08+ 1.89E-08 + 5.95E-14+ 2.61E-14 1.36E-03+ 4.17E-03 + 1.48E-04+ 1.05E-03 1.61E-11+ 6.21E-11 + 2.29E-19+ 2.78E-19
fi2 1.95E-08+ 6.48E-09 + 1.29E-14+ 6.45E-15 3.02E-08+ 2.95E-08 + 3.32E-11+ 3.68E-11 2.68E-14+ 1.17E-14 + 2.13E-20+ 1.16E-20
fi3 7.84E-05+ 5.34E-05 + 9.08E-12+ 5.24E-12 2.94E-03+ 1.25E-02 + 9.21E-08+ 1.14E-07 6.28E-114 6.23E-11 + 1.37E-17+ 9.24E-18
w/t/l 11/2/0 — 11/2/0 — 11/1/1 —
Prob JADE rank-JADE CoDE rank-CoDE DEGL rank-DEGL
fo1 2.09E-37+ 4.19E-37 + 2.58E-42+ 3.21E-42 1.23E+04+ 1.97E+03 | + 6.23E+03+ 1.09E+03 1.15E+02+ 4.66E+01 | + 6.54E+01+ 3.26E+01
fo2 5.84E-19+ 5.41E-19 + 2.23E-21+ 1.75E-21 1.23E+02+ 9.36E+00 | + 1.08E+02+ 9.10E+00 4.27E+00+ 1.16E+00 | + 2.82E+00+ 8.42E-01
fos 5.41E-03+ 2.60E-03 + 2.51E-03+ 1.24E-03 5.26E+04+ 9.62E+03 | + 2.80E+04+ 7.07E+03 6.02E-014 9.03E-01 + 4.17E-02+ 4.01E-02
foa 2.16E+00+ 3.45E-01 + 1.88E+00+ 2.62E-01 4.65E+01+ 3.79E+00 | + 3.99E+01+ 3.48E+00 1.11E+01+ 1.67E+00 | = 1.07E+01+ 1.39E+00
fos 7.17E+01+ 1.52E+01 | + 6.14E+01+ 2.34E+00 5.25E+06+ 1.61E+06 | + 1.75E+06+ 5.71E+05 1.08E+04+ 6.90E+03 | + 5.56E+03+ 5.08E+03
fos 0.00E+00+ 0.00E+00 | = 0.00E+00+ 0.00E+00 1.16E+04+ 1.63E+03 | + 6.66E+03+ 1.09E+03 2.23E+02+ 8.58E+01 | + 1.36E+02+ 5.14E+01
for 2.78E-03+ 5.17E-04 + 2.46E-03+ 5.36E-04 6.40E+00+ 2.08E+00 | + 2.71E+00+ 8.68E-01 1.01E-02+ 1.95E-03 + 7.77E-03+ 1.67E-03
fos 6.30E+03+ 2.82E+02 | + 5.97E+03+ 2.70E+02 2.29E+04+ 5.23E+02 | + 2.28E+04+ 3.27E+02 3.31E+04+ 4.59E+02 | = 3.29E+04+ 5.33E+02
foo 1.01E+02+ 4.95E+00 + 9.78E+01+ 4.74E+00 8.10E+02+ 1.58E+01 | + 7.99E+02+ 1.61E+01 9.92E+01+ 9.23E+01 | = 8.30E+01+ 1.51E+01
fio 7.55E-15+ 0.00E+00 = 7.55E-15+ 0.00E+00 1.19E+01+ 4.74E-01 | + 1.02E+01+ 5.81E-01 3.14E+00+ 3.03E-01 | + 2.73E+00+ 3.20E-01
f11 2.96E-04+ 1.46E-03 = 5.42E-20+ 0.00E+00 1.11E+02+ 1.77E+01 | + 5.70E+01+ 9.84E+00 2.03E+00+ 4.19E-01 | + 1.59E+00+ 2.93E-01
fi2 4.71E-33+ 0.00E+00 = 4.71E-33+ 0.00E+00 4.03E+05+ 3.76E+05 | + 1.52E+04+ 3.06E+04 2.36E+00+ 7.26E-01 | + 2.09E+00+ 7.24E-01
f13 1.27E-30+ 8.72E-30 + 1.42E-32+ 3.03E-33 5.46E+06+ 3.12E+06 | + 8.83E+05+ 6.54E+05 3.08E+02+ 8.45E+01 | + 2.43E+02+ 8.75E+01
w/t/l 9/4/0 — 13/0/0 — 10/3/0 —
“+" “~" and “=" indicate our approach is respectively better thanysethan, or similar to its competitor according to the Wilcoxon signed-ranhktes= 0.05.
TABLE XV
COMPARISON ON THEERRORVALUES BETWEENADVANCED DE AND ITS CORRESPONDINGRANKING -BASEDDE VARIANT FOR FUNCTIONS fo1 - fi3
AT D = 200.
Prob JDE rank-jDE ODE rank-ODE SaDE rank-SaDE
fo1 5.09E-03+ 6.92E-04 + 5.39E-07+ 9.57E-08 1.95E-01+ 1.05E-01 + 3.11E-03+ 1.40E-03 6.72E-06+ 1.67E-06 + 2.32E-10+ 8.61E-11
fo2 3.19E-02+ 3.19E-03 + 1.82E-04+ 1.77E-05 2.18E+00+ 5.81E-01 + 8.59E-01+ 2.52E-01 5.15E-04+ 6.09E-05 + 2.92E-06+ 3.96E-07
fos 5.16E+05+ 4.65E+04 | + 3.68E+05+ 1.19E+05 7.40E+04+ 2.21E+04 | = 7.17E+04+ 2.04E+04 1.73E+02+ 5.73E+01 | + 1.05E+02+ 2.65E+01
foa 4.79E+01+ 9.08E-01 | + | 3.05E+01+ 1.00E+00 4.38E-08+ 5.29E-08 | + 1.14E-08+ 9.05E-09 3.66E+00+ 4.18E-01 | = 3.65E+00+ 3.58E-01
fos 2.67E+02+ 4.03E+01 | + 2.16E+02+ 3.12E+01 1.97E+02+ 1.58E+00 | + 1.95E+02+ 9.44E-01 2.45E+02+ 4.19E+01 | + 2.10E+02+ 2.99E+01
foe 0.00E+00+ 0.00E+00 | = 0.00E+004 0.00E+00 8.08E+00+ 9.66E+00 | + | 2.58E+00+ 3.01E+00 0.00E+00+ 0.00E+00 | = 0.00E+00+ 0.00E+00
for 1.32E-01+ 1.08E-02 + 6.06E-02+ 8.23E-03 1.28E-02+ 3.80E-03 + 1.09E-02+ 2.48E-03 2.92E-02+ 5.37E-03 + 2.22E-02+ 2.82E-03
fos 2.57E+04+ 1.12E+03 | + 2.29E+04+ 8.56E+02 7.03E+04+ 7.65E+02 | = 7.03E+04+ 6.34E+02 4.16E+04+ 6.63E+02 | + 4.01E+04+ 7.13E+02
foo 6.31E+02+ 2.32E+01 | + 5.66E+02+ 2.86E+01 9.67E+02+ 5.15E+02 | = 9.62E+02+ 6.18E+02 9.03E+02+ 1.68E+01 | + 8.41E+02+ 2.29E+01
fio 6.66E-03+ 4.53E-04 + 6.61E-05+ 6.67E-06 2.76E-01+ 1.75E-01 + 2.93E-02+ 2.65E-02 2.05E-01+ 4.17E-01 + 1.86E-06+ 1.13E-06
f11 1.62E-03+ 2.56E-04 + 1.61E-07+ 2.99E-08 9.34E-02+ 9.12E-02 + 5.89E-03+ 1.04E-02 8.90E-04+ 2.85E-03 + 4.93E-04+ 2.49E-03
fi2 5.01E-03+ 1.33E-03 + 2.44E-07+ 8.56E-08 1.28E-04+ 1.09E-04 + 2.38E-06+ 2.07E-06 3.11E-04+ 2.20E-03 + 6.22E-06+ 3.08E-05
fi3 9.03E+00+ 1.39E+00 | + 2.60E-04+ 1.01E-04 5.28E+00+ 3.91E+00 | + 6.43E-01+ 1.10E+00 5.19E-04+ 2.17E-03 + 9.00E-06+ 3.77E-05
w/t/l 12/1/0 — 10/3/0 — 11/2/0 —
Prob JADE rank-JADE CoDE rank-CoDE DEGL rank-DEGL
fo1 1.65E-24+ 1.32E-24 + 4.88E-30+ 6.49E-30 5.99E+04+ 6.23E+03 | + 4.81E+04+ 7.26E+03 1.99E+03+ 3.98E+02 | + 1.43E+03+ 3.63E+02
foz2 1.15E-114 7.76E-12 + 5.36E-14+ 5.60E-14 1.22E+12+ 6.46E+12 + 6.16E+07+ 3.60E+08 3.27E+01+ 3.96E+00 | + 2.67E+01+ 3.65E+00
fos 9.17E+00+ 3.06E+00 | + 7.46E+00+ 2.16E+00 3.26E+05+ 4.52E+04 | + 2.58E+05+ 3.82E+04 8.19E+02+ 1.75E+02 | + 4 53E+02+ 1.44E+02
foa 4.71E+00+ 4.06E-01 | + 4.33E+00+ 3.76E-01 6.30E+01+ 3.36E+00 | + 5.81E+01+ 4.16E+00 1.64E+01+ 1.44E+00 | = 1.62E+01+ 1.51E+00
fos 1.95E+02+ 2.79E+01 | + 1.76E+02+ 1.59E+01 2.88E+07+ 8.66E+06 | — 4.96E+07+ 1.20E+07 2.33E+05+ 7.79E+04 | + 1.39E+054+ 3.98E+04
foe 0.00E+00+ 0.00E+00 | = 0.00E+00+ 0.00E+00 6.38E+04+ 7.41E+03 | + 4.56E+04+ 7.32E+03 2.25E+03+ 4.10E+02 | + 1.71E+03+ 3.62E+02
for 6.98E-03+ 1.09E-03 | + 5.21E-03+ 8.33E-04 1.44E+02+ 3.29E+01 | + | 8.52E+01+ 1.73E+01 2.45E-02+ 4.32E-03 | + 1.88E-02+ 2.69E-03
fos 3.31E+04+ 6.04E+02 | + 3.27E+04+ 6.23E+02 5.67E+04+ 6.58E+02 = 5.66E+04+ 5.71E+02 7.11E+04+ 8.01E+02 | = 7.12E+04+ 6.51E+02
foo 5.61E+02+ 1.44E+01 | + 5.57E+02+ 1.47E+01 2.11E+03+ 3.31E+01 = 2.11E+03+ 3.07E+01 2.20E+02+ 2.46E+01 | + 2.06E+02+ 2.73E+01
fio 1.76E-02+ 1.24E-01 + 1.46E-14+ 5.02E-16 1.54E+01+ 4.88E-01 + 1.44E+01+ 6.05E-01 5.24E+00+ 3.72E-01 + 4.84E+00+ 3.92E-01
f11 4.93E-04+ 1.99E-03 + 3.94E-04+ 1.95E-03 5.40E+02+ 5.61E+01 | + 4.33E+02+ 6.53E+01 1.89E+01+ 3.58E+00 | + 1.39E+01+ 3.26E+00
fi2 1.20E-26+ 3.76E-26 + 1.30E-28+ 5.36E-28 2.23E+07+ 1.06E+07 | + 9.01E+06+ 6.32E+06 6.39E+00+ 1.16E+00 | + 5.47E+00+ 1.00E+00
f13 7.06E-03+ 3.47E-02 + 7.01E-03+ 3.41E-02 9.45E+07+ 3.57E+07 | + 5.14E+07+ 2.33E+07 2.82E+03+ 4.55E+03 | + 1.05E+03+ 1.22E+03
w/t/l 12/1/0 — 10/2/1 — 11/2/0 —
“+" “~" and “=" indicate our approach is respectively better thanysethan, or similar to its competitor according to the Wilcoxon signed-ranhktes= 0.05.

and JADE our proposed ranking-based mutation operat@s Scalability Study

enhances their performance with different population .size

For JDE, rank-jDE provides significantly better results in [|n the above experiments, all results are reported for func-

11,15, and 18 out of 25 functions for Np = 50,150, and

tions FO1 - F25 presented in CEC-2005 competition [31] at

200, respectively. Additionally, rank-JADE respectively win D = 30 and/or D = 50, since these functions are defined
in 9,13,12 functions for Np = 50,150,200 compared with up to D = 50. In this section, we choose another test suite
JADE. Generally, when the population size is large, DE isresented in [38] to conduct the scalability study. In [38],
more explorative, and our proposed ranking-based mutatipenchmark functions are presented and the fissfunctions

operators are able to provide much better results.

fo1 - f13 are scalable. Thus, the$s functions are selected for

the scalability study, and the dimensions are scaldd at 100
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TABLE XVI
COMPARISON ON THEERRORVALUES FOR DE VARIANTS WITH DIFFERENTMUTATION OPERATORS FORFUNCTIONSFO1 - F25AT D = 30.

Prob JDE JDERL JRDDE rank-JDE

FOT* | 7.37E+00L 3.02E+00 | + 1.68E-02+ 252E-02 | — || 1.25E-02+ 667603 | — 8.93E-02+ 4.02E-02
FO2 1.08E-05+ 1.54E-05 | + 1.67E-11+ 2.43E-11 | = 3.17E-04+ 1.94E-03 | + 1.44E-114 2.64E-11
Fo3 1.89E+05+ 1.04E+05 | + || 1.12E+05+ 6.12E+04 | + || 4.89E+06+ 3.01E+06 | + || 8.12E+04+ 3.87E+04
FO4 2.98E-01+ 5.78E-01 | + 3.39E-03+ 4.80E-03 | + || 8.26E+00+ 3.48E+01 | + 7.98E-04-+ 1.65E-03
FO5 |"110E+03+4.44E%02"| = || 1.51E+03+ 4.32E+02 | + || 1.32E+03+ 6.20E+02 | + || 1.11E+03+ 5.67E+02
FO6 | 2.46E+01+ 2.57E+01 | + || 5.46E+00f L.A0E+0L | + || 6.43E+00E 1.12E+01 | + || 5.74E-O1% 1.37E+00
FO7 1.31E-02+ 9.30E-03 | + 1.72E-02+ 152E-02 | + || '3.94E-03+6.48E:03 | — || 9.75E-03+ 8.92E-03
Fo8 2.09E+01£ 4.94E:02"| = || 2.10E+01+4.76E-02 | = || 2.10E+01+ 4.57E-02 | + || 2:09E+01+ 4.98E:02
FO9* | 7.64E+01+ 8.36E+00 | + || 6.08E+01x 9.36E+00 | — |['550E+014£ 6.93E+007| — || 6.42E+01+ 9.08E+00
F10 | 5.86E+01+ 1.05E+01 | + || 4.19E+01+ 7.98E+00 | — || 4.00E+014 9.50E+00 | — || 4.71E+01+ 9.42E+00
F11 | 2.80E+01+ 1.74E+00 | = |[V2.75E+¥01£ 1.98E4007| = || 2.78E+01+ 1.87E+00 | = || 2.79E+01+ 2.29E+00
F12 1.16E+04+ 8.08E+03 | + || 1.94E+03+ 2.38E+03 | = || 5.29E+03+5.18E+03 | + || 1.65E+03+ 1.80E+03
Fi3 T.70E+00L 1.43E-01 | + || L.54E+00L 1.83E-01 | — || L.56E+00L 1.71E-01 | = T.60E+00+ 1.26E-01
F14 1.30E+01+ 2.00E-01 | = || 1.30E+01+2.35E-01 | = || 1.30E+01+ 2.40E-01 | = 1.30E+01:+ 2.05E-01
FI5 | 3.40E+02E 1.09E+02 | = || 3.69E+02EF 8.36E+01 | = || 3.83E+02E 6.91EF01 | — || 3.66E+02+ 5.58E+01
F16 | 7.56E+01+ 8.99E+00 | + || 6.16E+01+ 1.77E+01 | = || 6.63E+01+ 1.36E+01 | + || 6:12E+01 9.00E+00
F17 1.33E+02+ 1.43E+01 | + || 9:35E#014+3.94E401 | = || 1.17E+02+588E+01 | + || 1.06E+02+ 3.81E+01
F18 | 9.07E+02+ 1.45E+00 | = || 9.10E+02+ 2.30E+00 | + || 9.07E+02 1.43E+007| — || 9.08E+02+ 2.28E+00
F19 | 9.06E+02+ 1.72E+00 | — |["9.03E+02+£2.63E+01| + || 9.07E+02+ 1.96E+00 | — || 9.08E+02+ 1.90E+00
F20 | 9.06E+02+ 1.68E+00 | — || 9.03E+02+ 2.64E+01 | + || 9.06E+024 1.49E+00 | — || 9.08E+02+ 1.87E+00
F21 | 5.00E+02+ 0.00E+00 | = || 5.00E+02+ 0.00E+00 | = || 5.00E+024 0.00E+00 | = || 5.00E+02+ 0.00E+00
F22 | 9.04E+02+ 1.03E+01 | + || 9.03E+02+ 1.18E+01 | + || 8.98E+02+ 1.15E+01 | = ||'8.97E+02% 1.16E+01
F23 |534E#02+£219E:04"| = || 5.34E+02+ 3.58E-04 | = || 5.42E+02+ 5.70E+01 | = || 5.34E+02+ 1.20E-03
F24 | 2.00E+02+ 0.00E+00 | = || 2.00E+02+ 0.00E+00 | = || 2.00E+02+ 0.00E+00 | = || 2.00E+02+ 0.00E+00
F25 2.10E+02+ 3.33E-01 | + || 2.10E+02+ 3.91E-01 | + || 2.10E+02+ 4.16E-01 | + || 2.09E+02+ 2.76E-01

w/t]l 14/9/2 10/11/4 10/7/8 -

* indicates that when several algorithms obtain the global optimum, the indeateeesults are reported SfF FEs = 20, 000.
“+" =" and “=" indicate our approach is respectively better thanrseothan, or similar to its competitor according to the Wilcoxon signed-
rank test ate = 0.05.

and D = 200. In the 13 functions, fo; - for are unimoddl, presented in jDE [32]. The three methods are referred to as
while the rest6 functions (fos - f13) are multimodal with rank-jDE, JDERL, and jRDDE, respectively. In addition, for
many local optima. More details for these functions caall the three methodad’p = 100 is used. All other parameters
be referred to [38]. For higher dimension problems, largare kept the same as used in their original literature. For
population is always required. Therefore, in this sectiwa, example, for JRDDE,Np = N = N¢ = 40. The results,

set Np = 4 - D for all algorithms. Note that this settingaveraged oves0 independent runs, are tabulated in Table XVI.
may not be the optimal choice for all algorithms, howevet,he overall best and the second best results are respgctivel
we only evaluate the improved performance of our presenteighlighted in/grey boldface andboldface In addition, the
ranking-based mutation operators, but not try to obtairbtst results of multiple-problem analysis based on the Wilcdxon
results for the problems. The MaXFFEs are set aB-5,000 test are shown in Table XVII.

for all problems. All other parameters are kept unchanged as

described in Table | TABLE XVII

escribed in lavole 1. . . RESULTS OF THEMULTIPLE-PROBLEMWILCOXON'STEST FOR DE
The results are respectively shown in Tables XIV and XV VARIANTS WITH DIFFERENTMUTATION OPERATORS FORFUNCTIONS

at D = 100 and D = 200. From the results it is clear that FO1 - F25AT D = 30.

the ranking-based DE approaches c_onS|stentIy get sigmifyca T e T

better results than their corresponding non-ranking-th&e rankDEVSDE | 202 | 74 | 5.22E-02 T

approaches in the majority of the test functions at both :ZQE:BEESSSE e
D =100 andD = 200. Thus, we can expect that the proposed

ranking-based mutation operators can also be effective in ) o . o
high-dimensional problems. We will verify our expectation The results in Table XVI indicate that in the majority of the
our near future work for the large-scale problems, such st functions rank-jDE obtains significantly better résthan

presented in the special issue of Soft Computing [40].  JDERL. Compared with jDERL, rank-jDE wins ih0 function-
s, ties in14 functions, but only loses it functions. Compared

with jJRDDE, both rank-jDE and jRDDE obtain similar results.

H. Compared with Other Mutation Operators rank-jDE wins in10 functions, ties iri7 functions, and loses in

In Section II-B, we mentioned that there are other new mé-functions. Among the four jDE variants, rank-jDE obtains
tation operators, which are based on different vector tielec the best results i functions. According to the results of
techniques, such as DERL [24], Pro-DE [26], role differentthe multiple-problem analysis shown in Table XVII, we can
ation based DE (referred to as RDDE in this work) [27]. lisee that rank-jDE gets highek* values thanR~ values,
this section, we compare our proposed rank-DE with DERWhich means that rank-jDE obtains the overall better result
and RDDE. We do not compare it with Pro-DE, since it is toeompared with jDE, JDERL, and jRDDE.
time-consuming. In order to make a fair comparison, rank-DE
DERL, and RDDE are all utilized the parameter adaptatiqn Comparison in Real-world Application Problems

“In [39], the authors pointed out that the extended rosefibiection fos In the previous eXpe“ment_S! we have Ve”f'ed the_eﬁec'
are actually multimodal whe® > 3. tiveness of our proposed ranking-based mutation operators



TABLE XVIII
COMPARISON ON THEERRORVALUES FORADVANCED DE VARIANTS FORREAL-WORLD APPLICATION PROBLEMS.
Prob Max_NFFEs JDE rank-jDE ODE rank-ODE SaDE rank-SaDE
P1 20 000 9.91E+02+ 5.67E+02 + | 3.05E+01+7.26E+01 4.32E+01F 2.93E+01 + 6.39E-01 £4.18E-01 4.17E-01+ 1.03E+00 + 1.39E-02 £9.17E-02
150 000 0.00E+00+ 0.00E+00 0.00E+00+ 0.00E+00 0.00E+00F 0.00E+00 0.00E+00F 0.00E+00 0.00E+00F 0.00E+00 0.00E+00F 0.00E+00
P2 20 000 1.75E+01+ 2.33E+00 + 1.49E+0142.27E+00 1.15E+01+ 7.23E+00 + 5.38E+00+6.33E+00 1.21E+01+ 3.61E+00 + 7.00E+00+5.09E+00
150 000 2.68E-01+F 3.76E-01 0.00E+00-+0.00E+00 1.35E+00+3.65E+00 2.88E+00+ 5.05E+00 7.86E-02+ 1.62E-01 2.17E-04+1.53E-03
P3,D = 10 150 000 8.84E-01+ 9.29E-02 + 8.25E-01+1.50E-01 7.15E-01£154E-01+ 7.29E-01+ 1.59E-01 8.00E-01+ 1.27E-01 + 7.08E-01+1.63E-01
P3,D = 20 300 000 1.84E+00+ 1.10E-01 + 1.81E+00+8.95E-02 1.11E+00+1.31E-01— 1.19E+00+ 1.61E-01 1.80E+00+ 8.96E-02 = 1.77E+00+1.28E-01
P4 20 000 151E+02+ 5.46E+01 + 1.86E+01+1.05E+01 3.42E+01F 9.26E+00 + | 5.14E+00+ 1.45E+00 5.65E-01F 8.08E-01 = 2.99E-01£9.38E-01
150 000 2.24E-07E 6.95E-07 8.52E-08£4.97E-07 7.08E-08F 3.76E-08 TI7E-14F1.12E-14 1.78E-14F 1.12E-13 1.05E-14F£7.38E-14
P5,D =9 150 000 3.91E-07+ 3.64E-07 + 2.20E-07+3.61E-07 3.33E-07+ 3.65E-07 + 2.90E-07 +3.58E-07 3.48E-07+ 3.65E-07 = 3.33E-07 £3.65E-07
P5,D = 25 300 000 1.10E-03+ 1.22E-03 + 6.50E-04 +8.98E-04 1.79E-03+ 1.29E-03 + 7.20E-04+9.07E-04 7.31E-04+ 1.05E-03 + 3.87E-0416.49E-04
w/t/1 7/0/0 — 6/0/1 — 4/3/0 —
Prob Max_NFFEs JADE rank-JADE CoDE rank-CoDE DEGL rank-DEGL
p1 20 000 8.18E-02+ 1.61E-01 + 9.82E-03+2.15E-02 5.45E-01+ 6.89E-01 + 2.98E-03+1.77E-02 2.73E-01+ 1.17E+00 + 2.50E-02+9.98E-02
150 000 0.00E+00+ 0.00E+00 0.00E+00+ 0.00E+00 0.00E+00+ 0.00E+00 0.00E+00+ 0.00E+00 2.95E-02+ 1.38E-01 6.10E-04+3.20E-03
P2 20 000 1.60E+01+ 2.08E+00 + 1.43E+01+3.51E+00 1.34E+01+ 2.74E+00 + 1.20E+01+3.10E+00 1.25E+01+ 7.08E+00 + 1.01E+01+7.00E+00
150 000 2.28E-01+F 2.68E-01 = 1.84E-01+6.98E-01 1.77E-04 £1.18E-03 4.38E-01F 2.17E+00 1.01E+01E 6.79E+00 9.01E+00+6.98E+00
P3,D = 10 150 000 8.37E-0118.43E-02= 8.51E-01+ 7.81E-02 6.25E-01£1.19E-01= 6.40E-01+ 1.47E-01 7.59E-01+£2.29E-01= 8.07E-01+ 2.62E-01
P3,D = 20 300 000 1.68E+00+ 8.85E-02 = 1.68E+00+ 7.16E-02 1.16E+00+ 1.45E-01 = 1.16E+00+ 1.69E-01 241E+00+ 1.29E-01 = 2.40E+00+8.03E-02
pa 20 000 2.21E+00+ 3.01E+00 + 1.48E+00+2.15E+00 2.53E+00+ 2.14E+00 = 1.33E+00+ 8.78E+00 3.45E-01+ 6.37E-01 + 2.28E-01+6.38E-01
150 000 0.00E+00+ 0.00E+00 0.00E+00+ 0.00E+00 6.86E-14F 3.69E-13 7.15E-15+4.96E-14 1.05E-03+ 4.68E-03 4.11E-05+1.96E-04
P5,D =9 150 000 8.89E-06+ 4.25E-05 + 3.19E-07 £3.63E-07 3.48E-07 £-3.65E-07= 3.77E-07+ 3.65E-07 4.21E-04+ 2.96E-03 + 4.19E-04£2.96E-03
P5, D = 25 300 000 3.70E-03+ 2.25E-03 + 9.62E-04+1.62E-03 8.75E-04+ 1.14E-03 + 4.81E-04+7.19E-04 7.12E-04+ 8.97E-04 + 5.11E-04+1.62E-04
w/t]l 5/2/0 B 3/4/0 B 5/2/0 B
“+", “=", and “=" indicate our approach is respectively bettthan, worse than, or similar to its competitor accordimghie Wilcoxon signed-rank test at = 0.05.
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different DE variants via benchmark functions. In this g@tt benchmark functions and five real-world application praide
we evaluate the potential of our approach for real-worldrom the experimental results and analysis, we can draw the
application problems. Five real-world problems are choséollowing summaries.

from the literature: P1) Chebychev polynomial fitting preiol

(D = 9) [4]; P2) frequency modulation sound parameter
identification (O = 6) [41]; P3) spread spectrum radar poly-

phase code design problen (= 10 and D = 20) [15];

P4) systems of linear equations problem £ 10) [41]; and
P5) optimization of geophysical potential field data ini@ns
(D =9andD =

of Table XVIII. The results, which are averaged ov&l

independent runs, are shown in Table XVIII. The better tssul
are highlighted inboldface compared between the ranking-
based DE and its corresponding non-ranking-based DE. Sim-

ilar to the methods used in [25], thiatermediateresults

are also reported for the problems where several algorithms
can obtain the global optimum of these problem. In these
cases, the Wilcoxon signed-rank test is only compared with

the intermediate results.

25) [42]. For all the DE variants the
parameter settings are used as shown in Table |I. The maxima/
NFFEs for all problems are tabulated in the second column

« When the DE operators have good exploration ability,

our proposed ranking-based mutation operators are very
efficient. They are capable of balancing the exploration
and exploitation abilities for the DE algorithm. It can be
observed from the results where the explorative operator
is used in DE, such as JDE with “DE/rand/1”, DE with
“DE/rand/2”, DE with “DE/rand-to-best/2”, DEGL, etc.
On the other hand, when the DE operators utilize the
best-so-far solutionx.s;) and only have one differ-
ence vector, they are more exploitative. In this situa-
tion, the ranking-based mutation operators may be over-
exploitative and lead to premature convergence to the
local optima in the multimodal problems. However, since
the exploitative operators in DE (such as “DE/best/1",
“DE/current-to-best/1”) are more suitable to unimodal
problems, our proposed ranking-based mutation operators
are also useful when solving unimodal problems [43]
(see for example the results of “DE/current-to-best/1” in

From the results shown in Table XVIII, we can see that the
ranking-based DE is capable of obtaining significantly drett
results in the majority of the test cases compared with its
corresponding non-ranking-based DE. Onlylircase (P3 at
D = 20), ODE outperforms rank-ODE significantly. In the
rest41 cases, ranking-based DEs provide significantly better,

Table I1).
In order to calculate the selection probabilities for the in
dividuals, different models can be used. In this work, the
simplest linear model is selected as the illustration, and
two other modelsi(e., quadratic model and sinusoidal

or competitive, results compared with non-ranking-based.D
Therefore, the results in Table XVIII indicate that the rengk
based mutation operators can be an effective alternativibéo
real-world problems, due to their simplicity and effectiess.

J. Discussions

Inspired by the natural phenomenon, in this work, we
present the ranking-based mutation operators for the dif-

ferential evolution algorithm. In the ranking-based miatat

operators good solutions will obtain higher selection prob

modal) are also compared in Section IV-D. The results
show that rank-jDE with the three models improve the
performance the original jDE algorithm. We believe that
other different models can also be used in the ranking-
based mutation operators, we will verify it in our near
future work.

Generally, the ranking-based mutation operators are very
simple and generic. They can be easily incorporated into
most of DE variants and improve their performance.

V. CONCLUSIONS ANDFUTURE WORK

bilities, and hence, they have more chance to propagate thén the nature, good species always contain more useful
offspring. In this way, the exploitation ability of DE can beinformation, and hence, they are more likely to be seleated t
enhanced. Experiments have been extensively conduct2s orpropagate offspring. Inspired by this common phenomenon,



in this paper, we propose simple, yet effective rankingebas [7]
mutation operators for the DE algorithm. The simplest Imea
model is selected as the illustration to assign the probabil 8]
ties for the individuals in the population according to thei
rankings, which are measured by the fitness of individual. In

the ranking-based mutation operators, the base vectorhend -

terminal point are proportionally chosen based on the Sefec
probability. The proposed ranking-based mutation opesatdi0]
do not add any new parameters and also do not significantly

increase the overall complexity of DE any more.

Experiments have been conducted through the benchmark

[11]

functions and five real-world problems. Through evaluatir{éz]
the effectiveness of our approach with different mutatipa o

erators, advanced DE variants, probability calculatiordets,
vector selection methods, population size, scalabilitydt

(23]

and other mutation operators based on different vectocselg 4
tion techniques, the results confirm that our presentedmgnk
based mutation operators are able to enhance the expiaitatt®!
ability and improve the performance of different DE vargant

Stochastic ranking presented in [44] has been proven [16]
be an efficient constraint-handling technique, anotheuréut

direction is integrating the stochastic ranking into the mDE-
tation operators for constrained optimization probleneagle-

[17]

scale continuous optimization gets more attention regentl
some DE variants obtained very promising results, see f[%]
example [45], [46], [47], [48]. Thus, in our near future work

we will combine the ranking-based mutation operators with r ] ! op. 396 AT 2
19] A. W. lorio and X. Li, “Solving rotated multi-objectiveoptimization

the above-mentioned DEs for the large-scale problems.

The source code of our proposed rank-jDE can be obtained

from the first author upon request.
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