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a b s t r a c t

An efficient, adaptive differential evolution (DE) algorithm is proposed in which DE

parameter adaptation is implemented. A ranking-based vector selection and crossover rate

repairing technique are also presented. The method is referred to as IJADE (Improved

Jingqiao Adaptive DE). To verify the performance of IJADE, the parameters of a simple SOFC

electrochemical model that is used to control the output performance of an SOFC stack are

identified and optimized. The SOFC electrochemical model is built to provide the simulated

data. The results indicate that the proposed method is able to efficiently identify and

optimize model parameters while showing good agreement with both simulated and

experimental data. Additionally, when compared to other DE variants and other evolu-

tionary algorithms, IJADE obtained better results in terms of the quality of the final solu-

tions, robustness, and convergence speed.

Copyright ª 2014, Hydrogen Energy Publications, LLC. Published by Elsevier Ltd. All rights

reserved.

1. Introduction

Fuel cells, which have attracted considerable interest in recent

years, are electrochemical devices that convert the chemical

energy of fuel directly into electrical energy [1]. Depending on

the nature of the electrolyte used, there are several different

types of fuel cells, such as proton exchange membrane fuel

cells (PEMFCs), molten carbonate fuel cells (MCFCs), solid

oxide fuel cells (SOFCs), etc. However, among the different

types of fuel cells, SOFCs are extremely promising due to their

high efficiency, low pollutant emissions, flexible fuel capa-

bility, and high waste heat utilization [2].

Modeling SOFCs is of interest for their design and perfor-

mance control. During the last few decades, many SOFC

models have been developed [3e12]. Generally, these models

can be classified into three categories [2]: i) white box models,

which include the physical model and equivalent circuit

model; ii) black box models, which are statistical, data-driven

approaches based on artificial intelligence and experimental

data; and iii) gray boxmodels, which are partially physical and

partially empirical. However, no matter the model type, there

are important parameters that must be identified to improve

the design and performance control of SOFCs [2,13e15]. For

example, in any black box model, such as the genetic algo-

rithm neural network (RBF-NN) model proposed in Ref. [16],
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three parameters, i.e., the output weights, centers, and widths

of the Gaussian functions, must be chosen appropriately. An

SOFC is a complex nonlinear multivariable strongly coupled

system, and the parameter identification and optimization of

a simple SOFC electrochemical model is very important to

execute an online control strategy. In particular, the working

parameters of an SOFC system must be tracked and adjusted

when the operation condition suddenly changes [14,17].

Recently, evolutionary algorithm-based optimization

techniques for parameter identification problems of SOFC

models have received significant attention. The use of evolu-

tionary algorithms (EAs) to identifymodel parameters appears

to be a natural choice because EAs are extremely effective

regardless of the gradient and initial condition information

[18]. In Refs. [16,19], Wu et al. proposed a genetic algorithm-

radial basis function (GA-RBF) neural network method for

modeling and predictive control of an SOFC, where a genetic

algorithm (GA) was used to optimize the parameters of the

radial basis function (RBF) neural networks. Yang et al. [13]

presented an improved GA (IGA) method for parameter opti-

mization of a tubular SOFC stack. In Ref. [13], the IGA method

was used to optimize the parameters of a simple electro-

chemical model to fit the simulated data of a dynamic SOFC

model. Li et al. proposed a model predictive control strategy

for the SOFC control problem based on a GA [20] where a

support vector machine model was identified to approximate

the behavior of the SOFC system and the GAwas used to solve

the constrained predictive control problem. In Ref. [21],

Bozorgmehri and Hamedi proposed an artificial neural

network (ANN) and a GA-basedmethod tomodel and optimize

cell parameters to improve the performance of singular in-

termediate temperature SOFCs (IT-SOFCs). The ANN is used to

model the SOFC performance using experimental data, and

the GA is used to optimize SOFC parameters, e.g., anode

support thickness, anode support porosity, electrolyte thick-

ness, and functional layer cathode thickness [21]. In Ref. [14], a

GA was used to estimate the electrode microstructure distri-

butions in NASA bi-electrode supported SOFCs.

Inaddition to solving theparameter identificationproblems

for SOFCs, evolutionary algorithms are also used to solve these

problems for other full cell models, such as PEMFC models. In

Ref. [22], Outeiro et al. proposed a simulated annealing

Nomenclature

bi binary string

Cr crossover rate

D number of decision variables

E Nernst reversible voltage, V

E0 standard potential, V; open-circuit voltage, V

F Faraday constant (¼96,485 C mol�1)

Fi scaling factor for the ith target vector

I current density, mA cm�2

I0 exchange current density, mA cm�2

IL limit current, mA cm�2

Ik kth current density in the sample data, mA cm�2

N number of cells in a stack

Np population size

ne number of moles of electrons transferred

n number of sample data

P partial pressure, atm

R universal gas constant (¼8.314 kJ (kmol K)�1)

Ri rank of each vector xi in the sorted population

T operating temperature, K

x target vector

xi ith vector

xp
best pbest solution

ui trial vector

V voltage, V

Vi mutant vector

Greek letters

b electron transfer coefficient

m mean value

Subscripts

a anode

act activation loss

c cathode

cell fuel cell

conc concentration loss

H2 hydrogen

H2O water

i number population size

j number of decision variables

k kth sample value

O2 oxygen

ohm ohmic loss

opti optimization value

rand random integer

stack solid oxide fuel cell stack

sample sample value

Abbreviations

ABC artificial bee colony

CLPSO comprehensive learning particle swarm optimizer

CoDE composite differential evolution

DE differential evolution

DEGL differential evolution with global and local

mutation operators

EAs evolutionary algorithms

NFE number of function evaluations

GA genetic algorithm

GA-RBF genetic algorithm-radial basis function

IGA improved genetic algorithm

IJADE Improved Jingqiao Adaptive Differential Evolution

JADE Jingqiao Adaptive Differential Evolution

jDE j differential evolution

MCFC molten carbonate fuel cell

MSE mean squared error

RBF radial basis function

RBF-NN radial basis function-neural network

rcGA real-coded genetic algorithm

PEMFC proton exchange membrane fuel cell

SaDE strategy adaptation-based differential evolution

SOFC solid oxide fuel cell
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algorithm to extract the parameter of PEMFC models. Ye et al.

[23] presented a particle swarm optimization (PSO)-based

parameter identification method for PEMFC models, where

both simulated and experimental data are used to evaluate the

performance of the PSO. In Ref. [24], the effects of the param-

eter range, the validation strategy, and the selection of the al-

gorithm on the performance of GAs in solving parameter

identification problems for PEMFC models are validated.

AskarzadehandRezazadehdevelopedagrouping-basedglobal

harmony search algorithm for PEMFCparameter identification

[25]. Chakraborty et al. conducted an empirical study of the

parameter optimization of PEMFC models using differential

evolution (DE) [26], where different DE variantswere evaluated

and their performance was compared with GAs. In Ref. [27],

Yang and Wang presented a bio-inspired P systems-based

optimization algorithm to solve PEMFC model parameter

estimation problems. In Ref. [28], an adaptive ribonucleic acid

(RNA) genetic algorithmwas proposed and used to extract the

parameters of PEMFC models. Inspired by the foraging

behavior of bacteria and bees, a hybrid artificial bee colony

technique was presented in Ref. [29] for the parameter identi-

fication problems of PEMFC models.

In the aforementioned studies, most of the models are pri-

marily based on a GA. However, serious drawbacks (e.g. low

speed, premature convergence, and degradation for highly

interactive fitness functions) have been observed for GAs [30].

These drawbacks motivate us to investigate more efficient

optimization techniques to solve the parameter identification

problems of SOFC models. Differential evolution (DE) [31] is a

simple yet powerful evolutionary algorithm that has been

successfully used in a variety of domains [32]. However, theuse

ofDE for theparameter identificationproblemsof SOFCmodels

has not been reported. Based on these considerations, the DE

method is used in this work to identify the parameters of an

SOFCmodel. Meanwhile, to rapidly and accurately identify the

SOFC parameters, the parameter adaptation proposed in JADE

(i.e., Jingqiao adaptive DE) [33] is used. Moreover, the ranking-

based vector selection and the crossover rate repairing tech-

niques are used to make the algorithm faster and more effec-

tive. The proposal is referred to as IJADE (improved JADE). The

major advantages of IJADE are as follows: i) the parameter

adaptation releases SOFC engineers and researchers from

determining theDEoptimal parameters (e.g., the crossover rate

Cr and scaling factor F); ii) the ranking-based vector selection

can enhance the exploitation ability of DE and can hencemake

the algorithm converge faster; and iii) the crossover rate

repairing technique allows the algorithm to rapidly determine

the optimal Cr value for a specific problem. To evaluate the

performance of the proposed approach in solving the param-

eter identification problems of SOFC models, a simple electro-

chemical model is used to implement control of an SOFC stack

for output performance and IJADE is used to identify its pa-

rameters to match the VeI polarization of the simulated and

experimental data. The experimental results indicate that the

proposed approach is capable of efficiently identifying the

model parameters in all cases. The results obtained by IJADE

are in good agreement with both the simulated and experi-

mental data. In addition, through the statistical comparisons

with other EAs, the results demonstrate that IJADEprovides the

best overall results in terms of quality of the final solutions,

robustness, and convergence speed. The primary contributions

of this work are the proposed IJADEmethod and its application

in parameter identification of SOFC models. To the best of our

knowledge, solving the parameter identification problems of

SOFC models with the DE algorithm has not been reported.

The rest of this study is organized as follows. InSection 2, the

SOFC electrochemicalmodel and objective function used in this

work are briefly introduced. Section 3 presents the proposed

IJADEmethod indetail, followedby theexperimental resultsand

analysis in Section 4. Lastly, in Section 5, this work is concluded

and several possible avenues of future work are discussed.

2. Problem statement

For the sake of completeness, in this section, the SOFC elec-

trochemical model is briefly described first. Then, a simple

electrochemical model used to implement control of an SOFC

stack for outputperformance is introduced. Third, the objective

function for parameter identificationof anSOFCmodel is given.

2.1. SOFC electrochemical model

In this work, a physically based dynamic SOFC model pro-

posed in Ref. [5] will be used to generate the simulated data.

Therefore, the electrochemical model will be briefly intro-

duced as presented in Ref. [5].

As given in Refs. [5,34,35], the output voltage of a cell can be

written as:

Vcell ¼ Ecell � Vact;cell � Vohm;cell � Vconc;cell (1)

where Ecell is the Nernst reversible voltage of a cell, Vact,cell is

the activation loss, Vohm,cell is the ohmic loss, and Vconc,cell is

the concentration loss. Then, the output voltage of the SOFC

stack with Ncell cells can be obtained as [5]:

Vstack ¼ NcellVcell ¼ E� Vact � Eohm � Econc (2)

2.1.1. Nernst reversible voltage
The Nernst reversible voltage Ecell can be calculated as:

Ecell ¼ E0;cell þ RT
4F

ln

"�
PH2

�2
PO2�

PH2O

�2
#

(3)

where E0,cell is the standard potential; R ¼ 8.314 kJ (kmol K)�1,

which is the universal gas constant; F ¼ 96,486 Cmol�1, which

is the Faraday constant; T is the operating temperature of the

fuel cell in degrees Kelvin; PH2
is the partial pressure of

hydrogen; PO2
is the partial pressure of oxygen; and PH2O is the

partial pressure of water.

2.1.2. Activation voltage loss
According to the well-known ButlereVolmer equation, the

activation voltage loss is normally given by [4,36]:

I ¼ I0

�
exp

�
b
neFVact;cell

RT

�
� exp

�
� ð1� bÞneFVact;cell

RT

��
(4)

where I0 is the exchange current density, b is the transfer

coefficient, and ne is the number of moles of electrons
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transferred. For fuel cell applications, the transfer coeffi-

cient b is typically set at 0.5. Then Equation (4) can be

expressed as:

I ¼ 2I0 sinh

�
neFVact;cell

2RT

�
(5)

Therefore,

Vact;cell ¼ 2RT
neF

sinh�1

�
I
2I0

�
(6)

2.1.3. Ohmic voltage loss
Ohmic resistance occurs due to resistance to the flow of ions

in the electrolyte and resistance to the flow of electrons

through the electrode materials. The overall ohmic voltage

loss can be written as:

Vohm;cell ¼ IRohm;cell (7)

where Rohm,cell is the ionic resistance, which normally de-

creases as the temperature increases [5].

2.1.4. Concentration voltage loss
Concentration voltage loss occurs due to the mass transfer

resistance to the flow of the reactants and products through

the porous electrodes. In Ref. [5], the concentration voltage

loss is calculated as:

Vconc;cell ¼ RT

4T

8><
>:ln

"�
PH2

�2
PO2�

PH2O

�2
#
� ln

2
64
�
P�
H2

	2

P�
O2�

P�
H2O

	2

3
75
9>=
>; (8)

where P�
H2
; P�

O2
; and P�

H2O
are the effective partial pressures of

hydrogen, oxygen, and water, respectively.

2.2. Simple SOFC electrochemical model

In this work, a simple electrochemical model is chosen to

implement control of an SOFC stack for output perfor-

mance. According to Ref. [1], if only a static response is

considered, the operational voltage of a fuel cell can be

modeled by:

V ¼ E0 �A ln

�
I
I0

�
� IRohm þ B ln

�
1� L

IL

�
(9)

where E0 is the open-circuit voltage, A is the slope of the Tafel

line, Rohm is the area-specific resistance in kU cm2, B is a

constant that depends on the fuel cell and its operating state,

and IL is the limit current density in mA cm�2. Actually, in

Equation (9), the second term on the right side is the Tafel

equation [4]. However, according to Ref. [4], the Tafel equation

is normally used under a high activation polarization. At a low

activation polarization, the Tafel equation may cause large

errors. Therefore, to better fit the results of actual SOFCs, the

ButlereVolmer equation is applied in this work to describe the

activation voltage loss. Then, Equation (9) can be modified as

[4,34]:

V ¼ E0 � A sinh�1

�
I

2I0;a

�
�A sinh�1

�
I

2I0;c

�
� IRohm

þ B ln

�
1� I

IL

�
(10)

where I0,a and I0,c are the anode and cathode exchange current

density, respectively, in mA cm�2.

2.3. Parameter identification based on an objective
function

Before using optimization techniques to identify the param-

eters of an SOFC model, there are two issues that must be

addressed. First, the parameters that will be optimized must

be chosen. In the above SOFC electrochemical model formu-

lated by Equation (10), there are seven unknown parameters:

E0, A, I0,a, I0,c, Rohm, B, and IL. In this work, all seven pa-

rameters are treated as unknown parameters to be identified

by the optimization algorithm. Thus, the decision vector x is

formulated as:

x ¼ 

E0; A; I0;a; I0;c; Rohm; B; IL

�
(11)

The other important issue in evolutionary algorithms is to

determine the objective function. When optimization tech-

niques are used in parameter identification problems of SOFC

models, the objective function should be defined first. In this

work, the mean squared error (MSE) is used as the objective

function [13]:

subject to:

Ik < IL; k ¼ 1;/;n (13)

where n is the number of sample data points, Ncell is the

number of cells in the SOFC stack, and Ik is the kth current

density in the sample data. To optimally fit the sample data,

the above objective function must be minimized with

respect to the set of unknown parameters x under the

constraint in Equation (13). Additionally, according to [4],

I0,a > I0,c is used. Clearly, the smaller the objective function,

the smaller is the difference between the experimentally

measured and calculated voltages. Theoretically, the objec-

tive function should be zero for any experimental VeI data

when the exact value has been identified for each param-

eter. However, a small value is actually expected due to the

fðxÞ ¼ 1
n
$
Xn
k¼1

ðerrorkÞ2 ¼ 1
n
$
Xn

k¼1

�
Vsample;k � Vopti;k

�2

¼ 1
n
$
Xn
k¼1

�
Vsample;k �Ncell

�
E0 �A sinh�1

�
Ik

2I0;a

�
�A sinh�1

�
Ik

2I0;c

�
� IkRohm þ B ln

�
1� Ik

IL

��2

(12)
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presence of measurement noise and numerical calculation

errors.

3. The proposed IJADE method

In this section, the proposed IJADE method will be introduced

in detail. Because IJADE is an improved version of JADE [33],

the JADE method is first briefly presented in Section 3.1, fol-

lowed by the description of IJADE in Section 3.2.

3.1. The JADE method

To improve the performance of the original DE algorithm,

Zhang and Sanderson proposed the JADE method in Ref. [33],

which is briefly described as follows.

3.1.1. Population initialization
The population of JADE consists of Np vectors. Initially, the

population is generated at random. For example, for the ith

vector, xi is initialized as follows:

xi;j ¼ xj þ rndrealð0; 1Þ$
�
xj � xj

�
(14)

where xj and xj are the lower bound and upper bound,

respectively, of xj, i.e., xj˛½xj; xj�. i ¼ 1;/;Np; j ¼ 1;/;D. Np is

the population size, D is the number of decision variables (in

this work, D ¼ 7), and rndreal(0, 1) is a uniformly distributed

random real number in (0, 1).

3.1.2. Mutation operator
After initialization, the mutation operator is applied to

generate the mutant vector vi for each target vector xi in the

current population. In JADE [37], the authors presented the

“DE/rand-to-pbest/1” mutation as:

vi ¼ xr1 þ Fi$ðxp
best � xr1Þ þ Fi$ðxr2 � xr3Þ (15)

where Fi is the scaling factor for the ith target vector, xp
best

refers to the pbest solution, which is randomly selected from

the top 100 � p solutions with p˛ð0; 1Þ$r1; r2; r3˛f1;/;Npg, and
r1 s r2 s r3 s i.

3.1.3. Crossover operator
To diversify the current population, following mutation, JADE

uses the crossover operator to produce the trial vector ui be-

tween xi and vi. The most commonly used operator is the

binomial crossover performed on each component as follows:

ui;j ¼
�
vi;j; if

�
rndrealð0;1Þ < Cri or j ¼¼ jrand

�
xi;j; otherwise

(16)

where Cri is the crossover rate, jrand is a randomly generated

integer within {1, D}, and “a ¼¼ b” means that a is equal to b.

3.1.4. Selection
Lastly, to maintain a constant population size in the following

generations, the selection operation is used to determine

whether the trial or target vector survives to the next gener-

ation. In JADE, the one-to-one tournament selection is used as

follows:

xi ¼
�
ui; if fðuiÞ � fðxiÞ
xi; otherwise

(17)

where f(x) is the objective function to be optimized.

3.1.5. Parameter adaptation
Previous studies [38,39], indicate that the parameter settings

of Cri and Fi are crucial to the performance of DE. To remedy

this drawback, in JADE [33], the parameters Cri and Fi are

adaptively controlled according to their successful experience

in the last generation. The adaptation techniques proposed in

JADE are briefly introduced as follows.

For each generation, for each target vector, the crossover

rate Cri is independently generated as follows:

Cri ¼ rndniðmCr;0:1Þ (18)

and truncated to the interval [0, 1], where mCr is the mean

value to generate Cri and is updated as follows:

mCr ¼ ð1� cÞ$mCr þ c$meanAðSCrÞ (19)

where c is a constant in [0, 1]; meanA($) is the typical arith-

metic mean operation; and SCr is the set of all successful

crossover rates Cri at generation g.

To maintain the population diversity, for each target vec-

tor, the mutation factor Fi is independently calculated in the

following way:

Fi ¼ rndciðmF;0:1Þ (20)

and then truncated to be 1.0 if Fi > 1.0 or regenerated if Fi � 0.

rndci(mF,0.1) is a random number generated according to the

Cauchy distribution with location parameter mF and scale

parameter 0.1. The location parameter mF is updated in the

following manner:

mF ¼ ð1� cÞ$mF þ c$meanLðSFÞ (21)

where SF is the set of all successful mutation factors Fi at

generation g; and meanL($) is the Lehmer mean:

meanLðSFÞ ¼
PjSF j

i¼1 F
2
iPjSF j

i¼1 Fi

(22)

3.2. Improved JADE

To further enhance the performance of JADE to solve param-

eter identification problems of SOFC models, two improve-

ments are proposed: i) the use of a ranking-based vector

selection in the “DE/rand-to-pbest/1” mutation to accelerate

the convergence speed, and ii) the implementation of a

crossover rate repairing technique to rapidly determine the

optimal Cr value. In addition, two constraint handling tech-

niques are used to address the violated solutions.

3.2.1. Ranking-based vector selection
In Equation (15), because xr1, xr2, and xr3 are only selected

randomly from the population, the resultmay be an algorithm

that is good at exploring the search space but slow at finding

solutions. Therefore, to reduce the computational efforts and

accelerate the parameter identification process of SOFC

models, the previously proposed ranking-based vector

i n t e r n a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 3 9 ( 2 0 1 4 ) 5 0 8 3e5 0 9 6 5087
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selection technique [40] is used in the mutation operator in

this work.

In the ranking-based vector selection technique, the pop-

ulation is first ranked from the best to the worst in terms of

the objective function value f(x) of each vector. Then, the rank

Ri of each vector xi in the sorted population is calculated by:

Ri ¼ Np� i; i ¼ 1; 2;/;Np (23)

Afterwards, the selection probability of each vector is

calculated as follows:

pvi ¼
�
Ri

Np

�2

(24)

Lastly, vectors (xr1 and xr2) in the mutation are selected

according to their selection probabilities as shown in

Algorithm 1. Clearly, better solutions have a better likelihood

of being chosen as xr1 and xr2 in the “DE/rand-to-pbest/1”

mutation to generate the mutant vector.

Algorithm 1. Ranking-based vector selection.

3.2.2. Crossover rate repairing technique
As mentioned, the binomial crossover is used in JADE, as

shown in Equation (16). To analyze the behavior of the bino-

mial crossover, let bi be a binary string generated for each

target vector xi as follows:

bi;j ¼
�
1; if

�
rndrealð0;1Þ < Cri or j ¼¼ jrand

�
0; otherwise

(25)

Then, the binomial crossover in Equation (16) can be

reformulated as:

ui;j ¼ bi;j$vi;j þ
�
1� bi;j

�
$xi;j (26)

where i ¼ 1;/;Np and j ¼ 1;/;D. According to Equations (25)

and (26), it can be observed that the binary string bi is sto-

chastically related to Cri; however, the trial vector ui is directly

related to its binary string bi but not directly related to its

crossover rate Cri. Based on this consideration, the crossover

rate repairing technique is proposed, where the crossover rate

is repaired by its corresponding binary string, i.e., using the

average number of components taken from the mutant.

Suppose that Cr0i is the repaired crossover rate and is calcu-

lated as:

Cr0i ¼
PD

j¼1 bi;j

D
(27)

where bi is the binary string calculated in Equation (25). The

crossover rate is repaired after its binary string is generated

by Equation (25) based on Cri. If the trial vector ui is a suc-

cessful vector, Cr0i will be stored in SCr rather than storing

Cri.

3.2.3. Constraint handling techniques
There are two types of constraints when applying IJADE for

parameter identification of an SOFC model, i.e., boundary

constraints and constrained functions. If the solution violates

one of the constraints, the constraint handling technique

must be used to address the violated constraint to make the

solution feasible.

With respect to the boundary constraint, after performing

the mutation operation to generate a new solution, several

variables may be out of their corresponding boundaries, i.e.,

xj;½xj; xj�. If this occurs, the reinitialization boundary handling

technique is applied:

xj ¼ xj þ rndrealð0; 1Þ$
�
xj � xj

�
(28)

There are two constrained functions, Ik < IL and I0,a > I0,c,

where k ¼ 1;/;n. If the solution violates one of the con-

strained functions, an extremely large objective function

value is assigned to this solution, i.e.,

fðxÞ¼
�
INF; if Ik�xðILÞorxðI0;aÞ�xðI0;cÞ
calculatedbyEquationð12Þ; otherwise

(29)

where INF is an extremely large positive value (e.g., 1e100),

and x(IL) is the IL value of the solution x.

Table 1 e Operating conditions in the tubular SOFC
model presented in Ref. [5].

Parameter Value

Cell number 96

Anode pressure (atm) 3

Cathode pressure (atm) 3

H2 mass flow rate (mol/s) 0.9e-3

H2O mass flow rate (mol/s) 1.0e-4

Air mass flow rate (mol/s) 12.0e-3

Inlet fuel temperature (K) 1173

Inlet air temperature (K) 1173

Load current (A) 0e158
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3.2.4. The IJADE algorithm

Algorithm 2. The pseudo-code of the IJADE algorithm.

Combining the parameter adaptation techniques pre-

sented in JADE [33] with the crossover rate repairing tech-

nique and the ranking-based “DE/rand-to-pbest/1”

mutation, the proposed IJADE is developed. The pseudo-

Table 2 e Identified parameters by the IJADE method for the simulated data at different temperatures.

Parameter Range 1073 K 1123 K 1173 K 1223 K 1273 K

E0 (V) [0, 1.2] 1.1145 1.1140 1.1133 1.1123 1.1112

A (V) [0, 1] 0.0364 0.0283 0.0250 0.0236 0.0230

I0,c (mA cm�2) [0, 30] 6.7820 5.1917 4.3163 3.9061 3.6934

I0,a (mA cm�2) [0, 30] 27.7513 24.7935 22.1158 19.4218 17.2071

Rohm (kU cm2) [0, 1] 0.0040 0.0036 0.0031 0.0028 0.0025

B (V) [0, 1] 0.0653 0.0694 0.0741 0.0785 0.0823

iL (mA cm�2) [0, 200] 159.8741 159.9367 160.0318 160.1001 160.1285

MSE (V2) 1.42E-03 6.03E-04 1.87E-04 7.39E-05 5.62E-05

R2 1.0000 1.0000 1.0000 1.0000 1.0000

Running time (s) 3.0270 3.0260 3.0860 3.1070 3.1030

Table 3 e Identified parameters by the IJADE method for the simulated data at different pressures.

Parameter Range 1 atm 3 atm 5 atm 7 atm 9 atm

E0 (V) [0, 1.2] 1.0855 1.1133 1.1262 1.1347 1.1411

A (V) [0, 1] 0.0250 0.0250 0.0250 0.0250 0.0250

I0,c (mA cm�2) [0, 30] 4.3262 4.3163 4.3168 4.3166 4.3166

I0,a (mA cm�2) [0, 30] 22.2237 22.1158 22.1402 22.1411 22.1432

Rohm (kU cm2) [0, 1] 0.0031 0.0031 0.0031 0.0031 0.0031

B (V) [0, 1] 0.0742 0.0741 0.0742 0.0742 0.0742

iL (mA cm�2) [0, 200] 160.0336 160.0318 160.0343 160.0344 160.0346

MSE (V2) 1.84E-04 1.87E-04 1.88E-04 1.88E-04 1.87E-04

R2 1.0000 1.0000 1.0000 1.0000 1.0000

Running time (s) 3.1510 3.0860 3.0730 2.9950 3.0310
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code of IJADE is introduced in Algorithm 2, where NFEs in-

dicates the number of function evaluations, and Max_NFEs

is the maximum number of NFEs, which is the termination

criterion in this work. From Algorithm 2, it can be observed

that there are only two parameters (Np and Max_NFEs) that

must be selected by the user, whereas the other parameters

(i.e., mCr, mF, c, p) are kept as default values, as in JADE [33].

This approach means that IJADE can easily be applied in

real-world applications.

4. Results and analysis

4.1. Parameter settings

Because the parameter adaptation of Cr and F is used, there

are only two parameters that must be initialized for the IJADE

method in thiswork. In all tests, the initial valueswereNp¼ 50

and Max_NFEs ¼ 15,000. Recall that because different algo-

rithms may have different NFEs at one generation, the

maximum number of generations is not used as the

termination criterion. The programs were executed on the

following platform: CPU: Inter Core i7-3770 3.40 GHz; RAM:

8.00 GB; Operating system: Microsoft Windows 7 Home Edi-

tion; Compiler: Microsoft Visual Cþþ 6.0. All programs used in

this work were coded in standard Cþþ.

Fig. 1 e Comparisons between the simulated data and the

data obtained by IJADE at different temperatures ((a)) and

different pressures ((b)).

Fig. 2 e The voltage deviation between the simulated data

and the data obtained by IJADE at different temperatures

((a)) and different pressures ((b)).

Fig. 3 e The load current with the wave signal and the step

signal obtained from Ref. [13].
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4.2. Results comparison to simulated data without
interference

To validate the performance of IJADE for parameter identi-

fication of an SOFC model, IJADE is applied to identify the

unknown parameters of a simple electrochemical model, as

mentioned in Section 2.2. A physically based dynamic

tubular SOFC model proposed in Ref. [5] is used to generate

the simulated VeI data. This model was chosen because the

MATLAB/Simulink simulator of this model was provided by

Wang and Nehrir in Ref. [41]. The operating conditions in

the tubular SOFC model are shown in Table 1. The simu-

lated data are generated with the simulator set to different

temperatures (1073 K, 1123 K, 1173 K, 1223 K, and 1273 K)

and different pressures (1 atm, 3 atm, 5 atm, 7 atm, and

9 atm). Each data set has approximately 15,800 data points,

where only approximately 1580 data points were selected

from the original data set with a step size of 10 to reduce the

running time. Note that more data points can result in the

algorithm obtaining a smaller objective function value. For

the seven unknown parameters, their search ranges are

reported in Tables 2 and 3. Note that to accelerate the

search process, the search ranges of each parameter in the

simple electrochemical model are set according to their

physical meaning [13]. The parameters identified by the

IJADE method at different temperatures and different

pressures are reported in Tables 2 and 3, respectively. In

addition, the MSE values, R2 values, and running time in

seconds are also reported in these tables. Note that R2 is the

coefficient of determination, which measures the goodness

of fit between the sample data and the data predicted by

IJADE. The running time is the consumed CPU time in sec-

onds when the Max NFEs are worked out in one run. In

addition, comparisons of the VeI characteristics of the

simulated data and the data obtained by IJADE are plotted in

Fig. 1(a) and (b), respectively, at different temperatures and

different pressures. The output voltage errors for the

simulated data are shown in Fig. 2.

With respect to the results at different temperatures, as

shown in Table 2, it can be observed that IJADE resulted in

extremely small MSE values for all simulated data sets. The

R2 values for all data sets were 1.00, which means that the

data predicted by IJADE agrees well with the simulated

data. In addition, from Fig. 1(a), it is clear that the predicted

data obtained by IJADE are in good agreement with the

simulated data at different temperatures. Moreover, as

observed in Fig. 2(a), for the majority of the data points, the

output voltage errors between the data obtained by IJADE

and the simulated data are within (�0.05, 0.05) at the

different temperatures. A careful look at the results re-

ported in Table 2 shows that the values of five of the pa-

rameters (E0, A, I0,a, I0,a, I0,c, and Rohm) gradually decrease as

the temperature increases, whereas the values of the

remaining two parameters (B and iL) increase as the tem-

perature increases.

The results obtained by IJADE at different pressures are

reported in Table 3, Figs. 1 and 2(b). Similar to the results at

different temperatures, the IJADE method is still capable of

providing a good fit between the simulated data and the pre-

dicted data at different pressures, according to the MSE

values, R2 values, VeI characteristics, and output voltage er-

rors. Unlike the results at different temperatures, the identi-

fied values for A, Rohm, and B obtained by IJADE are nearly the

same at different pressures. The parameter E0 increases as the

pressure increases, whereas the other three parameters (I0,a,

I0,c, and IL) show no significant differences at different

pressures.

Table 4 e Identified parameters by the IJADE method for the simulated data with interference at 1173 K.

Parameter EO (V) A (V) iO,c
(mA cm�2)

iO,a
(mA cm�2)

Rohm

(KU cm2)
B (V) iL

(mA cm�2)
MSE (V2) R2 Running

time (s)

Range [0, 1.2] [0, 1] [0, 30] [0, 30] [0, 1] [0, 1] [0, 200]

Value 1.1126 0.0230 4.2179 0.0032 0.0702 159.2115 19.0755 0.0066132 1.0000 2.6680

Fig. 4 e The results obtained by IJADE for the simulated

data with interference. (a): VeI characteristics and (b):

voltage deviation.
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4.3. Results comparison to simulated data with
interference

In the previous section, interference was not used in the load

current in the simulated data. In this section, to further

evaluate the effectiveness of IJADE, the method is used to

identify unknown parameters of a simple electrochemical

model for simulated data with interference. The simulated

data are obtained from Ref. [13], and the load current with the

wave signal and step signal is plotted in Fig. 3. This data set

contains approximately 1400 VeI data points. The parameters

identified by IJADE are described in Table 4. In addition, the

VeI characteristics and output voltage errors are shown in

Fig. 4. According to the results, it can be observed that the

IJADE method still results in extremely good agreement be-

tween the simulated data with interference and the predicted

data. The MSE and R2 values are 0.0066132 and 1.0, respec-

tively. Furthermore, from Fig. 4(b), it is clear that IJADE ismore

stable than IGA [11]. Only the step signal point shows large

deviations between the simulated data and the predicted data

obtained by IJADE. However, the proposed IJADE method is

able to rapidly obtain extremely small deviations after the

step signal, which means that IJADE can rapidly and accu-

rately identify the parameters of an SOFC model.

4.4. Results comparison to experimental data

Through the results on the simulated data with and without

interference in the previous sections, the effectiveness and

efficiency of IJADE for parameter identification of a simple

SOFC electrochemical model are validated. To further validate

IJADE, in this section, two different types of experimental VeI

data are used. The first data set is obtained from Ref. [42],

which was generated by an Elcogen 10 � 10 cm2 ASC-10B

planar single cell (ASC-SOFC). The second data set was

Table 5 e Identified parameters by the IJADE method for the experimental data of ASC-SOFC at different situations, where
“case 1, 2, 4” mean dry H2 at 873 K, 923 K, and 973 K, respectively; “case 3” means synthetic reformate at 923 K; “case 5”
means dry H2 at FU 20%; “case 6, 7, 8” respectively indicate synthetic reformate at FU 20%, FU 50%, and FU
50% D humidified air.

Parameter Range Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8

E0 (V) [0, 1.2] 1.1700 1.1550 1.1434 1.0056 1.1555 1.0066 1.0054 1.0060

A (V) [0, 1] 0.0523 0.0666 0.0321 0.0177 0.0352 0.0225 0.0287 0.1049

i0,c (mA cm�2) [0, 30] 2.2393 7.5040 2.2223 29.9999 1.7684 19.3617 29.9999 29.9999

i0,a (mA cm�2) [0, 30] 10.3260 20.5281 30.0000 30.0000 10.4986 19.3618 30.0000 30.0000

Rohm (kU cm2) [0, 1] 5.22E-15 1.06E-16 0.0018 0.0017 0.0011 5.65E-16 5.89E-04 1.94E-10

B (V) [0, 1] 0.0026 2.13E-15 0.0652 7.00E-15 7.97E-15 0.0988 0.2739 0.1107

iL (mA cm�2) [0, 200] 170.5147 173.5736 200.0000 192.1762 172.8100 120.6765 200.0000 199.9992

MSE (V2) 4.04E-06 1.44E-06 2.38E-06 2.51E-06 1.06E-06 5.73E-07 1.50E-07 1.38E-06

R2 0.9996 0.9997 0.9998 0.9994 0.9997 0.9992 0.9999 0.9995

Running time (s) 0.0550 0.0780 0.0780 0.0700 0.0570 0.0560 0.0540 0.0560

Fig. 5 e Comparisons between the experimental data of

ASC-SOFC and the data obtained by IJADE at different

temperature ((a)) and different fuel utilization ((b)).

Table 6 e Identified parameters by the IJADE method for
the experimental data of HUST-SOFC at different
temperature.

Parameter Range 923 K 973 K 1023 K 1073 K

E0 (V) [0, 1.2] 1.1540 1.1780 1.1799 1.1643

A (V) [0, 1] 0.0624 0.0311 0.0627 0.0421

I0,c (mA cm�2) [0, 30] 0.4919 0.0873 0.5615 0.4736

I0,a (mA cm�2) [0, 30] 4.7048 0.0012 30.0000 3.5078

Rohm (kU cm2) [0, 1] 0.0004 3.0392 1.08E-17 4.61E-18

B (V) [0, 1] 0.0132 0.1151 0.0061 0.0092

iL (mA cm�2) [0, 200] 78.4898 169.5794 80.6032 79.7977

MSE (V2) 7.78E-06 1.87E-07 6.53E-06 2.50E-06

R2 0.9997 1.0000 0.9995 0.9998

Running time (s) 0.0800 0.0770 0.0800 0.0760
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provided by the SOFC Research & Development Center of

Huazhong University of Science and Technology, which was

generated by a planar single cell (HUST-SOFC).

4.4.1. Experimental data of the ASC-SOFC
The data contain eight data sets at different temperatures and

different fuel uses. Amore detailed description of the data can

be found in Ref. [42]. The identified parameters from IJADE are

tabulated in Table 5. Additionally, a comparison of the VeI

characteristics of the experimental data and data obtained by

IJADE are plotted in Fig. 5. Again, from the results, the pre-

dicted data obtained by the IJADE method are in extremely

good agreement with the experimental data for all cases. The

R2 values in all cases are greater than 0.999, indicating a good

fit between the experimental data and the predicted data ob-

tained by IJADE.

4.4.2. Experimental data of the HUST-SOFC
For the HUST-SOFC, there are four data sets at different

temperatures (923 K, 973 K, 1023 K, and 1273 K). Each data set

contains 21VeI data points. The identified parameters and the

VeI characteristics obtained by IJADE are shown in Table 6

and Fig. 6, respectively. Similar to the results for the ASC-

SOFC, IJADE shows extremely promising results in terms of

MSE values, R2 values, and VeI characteristics at different

temperatures.

To summarize, according to the results obtained by IJADE

in both experimental data sets, ASC-SOFC and HUST-SOFC, it

can be observed that IJADE is an extremely efficient method

that can identify unknown parameters of SOFCmodels. When

the parameters of a simple electrochemical model are pre-

cisely identified by IJADE, this simple model can fit the

experimental data of different SOFC models well.

4.5. Statistical comparisons among different EAs

In the above sections, the effectiveness and efficiency of IJADE

were verified in solving parameter identification problems of a

simple SOFC electrochemical model using both simulated and

experimental data. However, there is another issue that must

be addressed: is the IJADE method better than the original

JADE method and other optimization techniques? To answer

this question, in this section, IJADE is compared with other

EAs in solving parameter identification problems of an SOFC

model. The compared algorithms include five advanced DE

variants (jDE [39], SaDE [43], CoDE [44], DEGL [45], and JADE

[33]), the real-coded genetic algorithm (rcGA) [46], the artificial

bee colony (ABC) [47], and the comprehensive learning particle

swarm optimizer (CLPSO) [48]. These eight algorithms were

selected due to their promising performance obtained

from benchmark problems. Tomake a fair comparison among

the different algorithms, all algorithms had the same popu-

lation size (Np ¼ 50) and the same maximal NFEs

(Max_NFEs ¼ 15,000). The other algorithm parameters of the

eight algorithms were set to the same values used in their

original studies. Because all of the nine algorithms are sto-

chastic algorithms, for each algorithm, over 100 independent

runs were performed for each data set to make the compari-

son statistically meaningful. The mean and standard devia-

tion values of the MSE values for over 100 runs were recorded.

For the sake of brevity, only the simulated data at the different

temperatures of the SOFCmodel presented in Ref. [5] are used

in this section. The results are shown in Table 7, where the

overall best and second best results of all the algorithms are

highlighted in gray boldface and boldface, respectively. To

Fig. 6 e Comparisons between the experimental data of

HUST-SOFC and the data obtained by IJADE at different

temperatures.

Table 7 e Comparison of the MSE values of different EAs for the simulated data at different temperatures. All results are
averaged over 100 independent runs. In “A±B”, “A” and “B” indicate the mean value and standard deviation value of MSE,
respectively.

Algorithm 1073 K 1123 K 1173 K 1223 K 1273 K

rcGA 6.4035Eþ04�5.0980Eþ04
a 6.6346Eþ04�5.1886Eþ04

a 6.8025Eþ04�5.2500Eþ04
a 6.9473Eþ04�5.3106Eþ04

a 7.0487Eþ04�5.3507Eþ04
a

ABC 1.1040Eþ00�8.2475E�01
a 9.5623E-01�6.3588E�01

a 9.6213E-01�8.1366E�01
a 9.1598E-01�5.6534E�01

a 1.1565Eþ00�9.8551E�01
a

CLPSO 3.3859E-01�9.3841E�02
a 3.5827E-01�1.1246E�01

a 3.7487E-01�1.4812E�01
a 4.3247E-01�1.5824E�01

a 4.6585E-01�2.2511E�01
a

jDE 2.2612E-02�2.1915E�02
a 1.7587E-02�1.6684E�02

a 1.7869E-02�1.7869E�02
a 1.5411E-02�1.7592E�02

a 1.0299E-02�9.8444E�03
a

SaDE 3.8698E-03�6.3575E�03
a 1.8810E-03±3.5749EL03

a 1.8533E-03±4.2617EL03
a 5.4744E-04±2.2481EL03

a 2.3077E-04±6.5245EL04
a

CoDE 1.3967E-01�5.7710E�02
a 1.2525E-01�4.8248E�02

a 1.1466E-01�4.5674E�02
a 1.2015E-01�5.3394E�02

a 1.0160E-01�4.6336E�02
a

DEGL 2.7115E-02�3.9087E�02
a 2.8111E-02�5.0496E�02

a 3.1728E-02�4.9533E�02
a 3.6366E-02�7.2276E�02

a 3.6221E-02�7.2765E�02
a

JADE 1.4298E-03±9.0393EL05
a 3.2831E-03�2.2484E�02

a 2.0503E-03�1.1348E�02
a 9.2346E-04�8.4449E�03

a 1.7357E-03�1.0067E�02
a

IJADE 1.4159E-03±3.5109EL09 6.0340E-04±2.7094EL10 1.8655E-04±1.1988EL07 7.3925E-05±3.5917EL12 5.6214E-05±1.1131EL10

a Indicates IJADE is significantly better than its competitor according to the Wilcoxon signed-rank test at a ¼ 0.05.
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compare the significance between two algorithms, the paired

Wilcoxon signed-rank test [49] was used. In addition, the

convergence speeds of the different algorithms were also

compared, as shown in Fig. 7.

Based on the results reported in Table 7, it can be clearly

observed that the IJADE method consistently provided better

averageMSE values than all of the other eight EAs for all cases.

With respect to the standard deviation values, it can be

observed that IJADE obtained the smallest standard deviation

values for all cases, indicating that IJADE is the most robust

method among the nine algorithms. According to the Wil-

coxon’s test results, IJADE significantly outperformed the

other eight EAs for all simulated data at different tempera-

tures. In addition, from Fig. 7, it is clear that IJADE converged

the fastest compared with the other algorithms overall.

Although the DEGL algorithm is able to obtain the fastest

convergence speed in the early stage, that method stagnates

quickly.

FromTable 7, the six DE variants are better than rcGA, ABC,

and CLPSO. IJADE is the best of the nine algorithms, followed

by SaDE, JADE, and DEGL, while rcGA is the worst. It is worth

noting that although the MSE values of SaDE and JADE are

extremely close to those of IJADE, because the simulated data

were generated from the SOFC model provided in Ref. [41], no

information is available regarding the accurate values of the

parameters of the simple electrochemical model. Therefore,

any reduction in the objective function value is significant

because it results in an improvement of the knowledge of the

real values of the parameters.

In general, when compared with the other DE variants and

other EAs, the superiority of IJADE is indicated in terms of the

mean MSE values, robustness, and convergence speed.

Moreover, the two improvements (i.e., the ranking-based

vector selection and the crossover rate repairing technique)

of the JADE method worked extremely well when comparing

the results of JADE and IJADE.

5. Conclusions

Apart from developing a new SOFC model, in this study, an

efficient IJADE method is proposed to solve the parameter

identification problems of SOFC models with greater speed

and accuracy. The IJADE method is an improved version of

Fig. 7 e Comparison of the convergence speed among different DE variants for the simulated data at different situations. (a)

at 1073 K, (b) at 1273 K, (c) at 3 atm, and (d) at 7 atm.
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JADE with two improvements, i.e., the ranking-based vector

selection and the crossover rate repairing technique. These

improvements are simple yet efficient, and combining them

with the parameter adaptation technique previously proposed

in JADE makes IJADE a powerful alternative for complex real-

world applications. The effectiveness and efficiency of IJADE

were validated by identifying unknown parameters of a sim-

ple SOFC electrochemical model using both simulated and

experimental data. The superiority of IJADE was also verified

after comparing it with other state-of-the-art DE variants and

other EAs.

Even with a simple SOFC electrochemical model, when its

parameters are accurately identified by the IJADE method, it

can fit both simulated and experimental data extremely well,

as demonstrated by the results obtained in this work. This

result motivates us to apply IJADE to solve other complex

optimization problems of fuel cell models, such as parameter

optimization of ANN-based models [21]. In addition, the IJADE

method can be used in an RBF neural network model, as

presented in Ref. [19], for predictive control of an SOFC. In

future work, these expectations will be verified.

The source code of IJADE can be obtained from the first

author upon request.
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